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ABSTRUCT

This dissertation focuses on robustness against double talk for an acoustic echo canceller
(AEC) and introduces high-performance acoustic echo control algorithms to improve quality
of telecommunication systems.

On an acoustic echo control strategy, development of a double-talk-robust echo
reduction (ER) process is one of the main targets. This study proposes a novel ER process
robust against the double talk in estimations of echo-path power spectrum, echo-reduction
gains, and late echo components. The echo-path power spectrum estimation algorithm is an
echo-path-change robust algorithm that estimates the echo-path power spectrum in time and
frequency spectral domains; this algorithm achieves the high tracking performance and
accuracy of the echo-path power spectrum. The echo-reduction gain estimation algorithm is
anovel estimation algorithm that solves a least square error problem of Wiener filtering (WF)
method while taking into account cross-spectral term of the signals; thereby, this algorithm
obtains a better echo-reduction gain than that of the conventional WF method. The late echo
component estimation algorithm is a novel estimation algorithm that accurately estimates the
echo power spectrum corresponding to early impulse response and late echo components
resulting from reverberation beyond a length of fast Fourier transform (FFT) block; this
algorithm estimates the echo power spectrum by assuming a finite nonnegative convolution
model.

In addition, this study develops an AEC devices and an application software where the
proposed estimation algorithms of the echo-path power spectrum and the echo-reduction gain
are implemented. The developed AEC device is combined with a videoconferencing system
and used in hands-free telecommunication; its frequency band of audio signal is supported
up to compact disc (CD)-quality, i.e. 20-kHz wideband and delivered natural-sounding
speech. The developed software for voice over internet protocol (VoIP) hands-free phone
application on smartphone and tablet devices automatically tailor its performance to the
acoustic characteristics of individual smartphone and tablet devices, and reduces the
influence due to the difference in the acoustic characteristics of individual devices. The

developed video phone employs noise-robust adaptive filter (ADF) and noise reduction (NR)



processes and maintains the acoustic echo and noise cancelling performance in a noisy

environment such as an open-plan office.

il



NAEBEE

Rl TlE, HBTa—F v v+ 7 (AEC) DRFRHELICHT 2 0 2 FlicE
REBWTEY, HERAIECATL00E 2 L322 G5t EEs o —HEr
NI Y ZLICDNTIRR G,

KX DT EEL, FER@EGFICe A NX bRz a—) X7 av (ER) ZBF
T35ZETHY, Ta—REANT AT ML, Ta—VXIavify, tk
B R > OHEE ICE T ZFEREGEICN L Ca N2 PR ER 22583 5. Ta—f
JEANT — Ry FAMEET A TY XA, BB X ORI A<+ ASEKIC B
WTZ I —fEEDNT =27 P EHEET 5, Ta—FEOELICu R T 7x
TAITY)RXLTHDL, TOTATY) XL, Ta—RE 7 -7 b uickis
LEVIBIERE L HEERIE 2 E R T 5. Ta—V X av i 4 VEET ALY
AL, EHEDI AR PVHEEZER L 58D, V4 —F 7402 (WF) &
DN TEBAMEEZ R T AT ) XL TH 5. FEkD WF kI THET
DYRT AV EGEIENTE S, BERERPMET VT ) XL, &7
— V& (FFT) 7uvy 7 0RIZMZ 2BERSICHY T 23— "7 -2
M EEREEICHET A TATYRLTHS, o7 ) XL, HRIEA
BHRABETNAERET LI LI >TIZa— T =27 PLZRHEET 5.

RET 2L RNV —ZART PAHEET LT XL za—-) X7 ay
TAVHET AN TY XLIE, AECUKRLT 7V r—vavy 7 by o TICEEX
Nz, BFEI N AECHRIE, T AR AT L L lHlAGDE, HLFEEEECff
HAansg., Rk, FEEHEEZ 20 kHz OJRHE TR — b L, HARRKE
RMT L. A= b7 xR LT Ly MHEEHD VoIP N v X7 ) —EFET 7Y
F—vavEiLTHBEINEZY 72T, HADR—F 74+ v RX T LY
M RO EEREICHEIMICOES L, MWk & ICRR 2 T8 R MEOE I X 51
RAS T 22 5. FFEINZT L EEML, MEEsmtko@ic” 4 v 2 (ADF)
L ARV Evay (NR) AL, A=7v 77 vF 74 A DR LW

RIEcmwIza— - JAXF » VeV RERERT 5.

il



ACKNOWLEDGEMENTS

Over the course of this work and my research career at NTT Laboratories, a number of
professors, managers, research leaders, colleagues, friends, and family made significant
contributions, directly and indirectly. Without the wisdom and teachings of each one of these
people, my undertaking of this work would be tremendously hindered.

I would especially like to express my sincere thanks to my supervisor, Professor Yoichi
Yamashita of Ritsumeikan University for providing the academic hospitality, supportive
professional guidance, and constructive discussions leading to this dissertation. I would also
like to express my thanks to Professor Suehiro Shimauchi of Kanazawa Institute of
Technology, my first supervisor at NTT Laboratories, for kindly directing me at the
beginning of my research career at NTT. In addition, I obtained special research stimulation
from Professor Kenichi Furuya of Oita University. Moreover, my special thanks go to
Professor Yusuke Hioka of The University of Auckland for his precious discussions and
advices.

I am grateful to my current research project manager at NTT Laboratories, Dr. Sumitaka
Sakauchi, for providing me with the opportunity to carry out this research work to its
completion. My current research group leader at NTT Laboratories, Dr. Noboru Harada
kindly encouraged me to carry out the research work.

I am very thankful to my supervisors and colleagues of NTT Laboratories; the members
who should be especially mentioned are Mr. Shigeaki Sasaki, Dr. Yusuke Hiwasaki, Mr.
Akira Nakagawa, Dr. Satoru Emura, and Dr. Kazunori Kobayashi. I am also indebted to
former research managers and leaders of NTT Laboratories; Mr. Hisashi Ohara, Mr. Akihiro
Imamura, Dr. Hirohito Inagaki, Dr. Satoshi Takahashi, Dr. Akitoshi Kataoka, Dr. Yoichi
Haneda, and Mr. Hitoshi Ohmuro have been very supportive of my research endeavor.

Finally, I appreciate to my parents, Mitsuyuki and Chieko, for their patients and
supports. Special thanks also go to my wife, Emi, for understanding my ambitions and

supporting me to cope with my work.

v



TABLE OF CONTENTS

CHAPTER 1. INTRODUCTION ....cccoviinviinsnicsncsssmcssnsssssssssssssssssssssssssssssssssssssssassssssssssssass 1
1.1 BACKGROUND AND OBJECTIVE.....ccuttiiiiiieiiieiieeieenieeeteesee e seneesieesneesneesneens 1
1.1.1 Proposed speech-quality improving algorithms .................cccccevvvevcvencnacenannn. 1
1.1.2  Developed devices and application SOftware..................ccceeceveevceeescveeeeeennnnn. 6
1.2 ORGANIZATION OF DISSERTATION ......cccuiruiimiiiiiiiiieniieieeiiesieeite e sne s 10
CHAPTER 2. ROBUST IMPROVEMENT IN ESTIMATION OF ECHO-PATH
POWER SPECTRUM ....ccciiiiniinninsinsssisssnsssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssassssssses 12
2.1 INTRODUCTION ...ttt ettt et 12
2.2 CONFIGURATION FOR ORDINARY ER PROCESS .......ccccoiiiiniiiiiiiiiiiiiiiccciceen 13
23 PROBLEMS WITH FDCC METHOD .....coouviiiiiiiiiiieieeieeeee et s 16
2.3.1 Problem resulting from assumptions (i) and (ii)...........cccccccoevveveievcienenacnannes. 16
2.3.2  Problem resulting from assumption (ii).............cc.cccceeeeveeeieeesieeesreeeireesnnnns 17
2.4 PROPOSED ECHO-PATH POWER SPECTRUM ESTIMATION METHOD..........ccccuvenneen. 21
2.4.1 Correlation calculation method for improving followability............................ 21
A)  Echo-path power spectrum estimation focusing on both time and frequency axis
AIP@CTIOMNS . .....c..eeeeee ettt et e e et e e et e ettt e et e e e saseeetseeenaseennseeas 22

B) Relationship between bandwidth parameter ¢, and accuracy of echo-path power

SPECIFUNL @SHIMALION ...ttt et et e et e ettt e et e e entteeeneeennneeeennes 23
2.4.2 Cosine similarity estimation method for improving accuracy of echo-path
POWEF SPECITUNM @SEITNALION ....coooeeiiiaiiiiiiiee e ettt e e ettt e e e e e e 25
2.5 SIMULATIONS ....c.etiitiiiit ittt etee et ete et ete et et et esne e eeene e seesine e beessneeneesaneens 28
2.5.1 TSt CONAIIONS ...ttt 28
2.5.2  Performance evaluation on echo-path power spectrum estimation ................. 32
2.5.3 Performance evaluation on echo reduction..................cccccceeevevceieccieneeacenannns. 34
2.0 CONCLUSION.....cetiitititteiee ettt ettt s e et e e st saee et e s e e sneesane e bt e saneenneesanens 37
CHAPTER 3. WIENER SOLUTION CONSIDERING CROSS-SPECTRAL TERM
BETWEEN ECHO AND NEAR-END SPEECH.........uuiiiicninneicsnninnecssessssessenes 38
3.1 INTRODUCTION ...couiiiiiiiiiiiieiieiiestt ettt 38
3.2 WIENER FILTERING AND ITS PROBLEM ......coooiiiiiiiiiiiiieniieieenreceeere e 39
3.2.1 Echo-reduction gain estimation based on WF method..............c..ccccccccuen.... 39
3.2.2  Problem of Wiener filtering .............cccccooueeviuieniiiiniiieiiee e 41
3.3 PROPOSED ECHO-REDUCTION GAIN ESTIMATION METHOD.........ccceevueruieiieienene 41
3.3.1 Strategy for high-quality echo-reduction gain estimation............................... 41
3.3.2  Comparison of approxXimation ACCUFACY ...............ccueeeeeeceeesieeeieenieareeneesineans 43
3.3.3  Calculation method of echo-reduction gain ..................cccccccueeveveeeceeeieeennnnn. 46
3.4 EVALUATION ..ottt st sttt 48
3.4.1  Simulation eXPerimeEnts.............cccceeuvueeeiuieeeieieeeiiee et eeieeeete e e e e eaae e 48
3.4.2  Subjective eXPErimenLS.............cccccueicuieiueeeiieieeeeiee et eiee et eee e 55
3.5 CONCLUSION. ..ottt ettt ettt ettt ettt e st e s et s e e e saneenees 57



CHAPTER 4. CONVOLUTIVE ECHO POWER ESTIMATION FOR

ADDRESSING LONG REVERBERATION-TIME PROBLEM.......ccccceeeecerrrrenneeeecees 58
4.1 INTRODUCTION ...outvviiiieeeeeieiiireeeeeeeeeeeeetereeeeeeeeeseearareeeeeeeeeesissrseeseeeeeesesssrrreseeeeens 58
4.2 CONVENTIONAL ECHO POWER ESTIMATION ........coovviiiiiiiiiiiiiiiiieeeeeeeee 59
4.3 PROBLEM WITH MA MODEL ....ccvoiiiiiiiiiiiieeeeee e eeeeirereeee e e e eeetreeeeeeeeeeeeeaanreeeeeeeens 60
44 PROPOSED ECHO POWER ESTIMATION .......ccuvutiiieeeeeieeeeeeeereeeeeeeeseeeesssseerssssssesnnnnnnes 61

4.4.1 Strategy for accurate echo power eStMALION ..............cc.cccveeveeeieeeieeaeeienieenenn. 61
4.4.2  Practical calculation MEtROd......................eueieeeeeeeeeeeeeeeeeeeaes 63
4.5 SIMULATIONS ...eettteeeeieeittrreteeeeeeeeeeiittrreeeeeeeeeesetaasresseeeeesesissseeseseeeeessssrsresseseessennes 65
4.5.1 Comparison of eStimation ACCUFACY ...........ccueeecueeeriueeeireeeeieeeiaeeesieeessiseesneens 65
4.5.2 Comparison of echo-reduction performance.....................ccccoecueeveaeeenceeennnn. 66
4.6 CONCLUSION. ..ottt 71

CHAPTER 5. ACOUSTIC ECHO CANCELLATION FOR CD-QUALITY HANDS-

FREE VIDEOCONFERENCING SYSTEM ....cuceettieecinrnrrsneeeecccccsssssssssssesccssssssasssssssees 72
5.1 INTRODUCTION ...outiviiiiieeeeieiiireeeeeeeeeeeeeieeeeeeeeeeeeeearareeeeeeeesessassrreeseeeeeesenssrrreeeeeeens 72
5.2 VIDEOCONFERENCING SYSTEM WITH AEC UNIT .....ovvviiiiiiiiieeiieieeeeeeeeeeeeeeveeeeeeeannns 73
5.3 ALGORITHM IMPROVING DOUBLE-TALK PERFORMANCE........cccccoovvvreeeeeeeeeennrnnen. 75
5.4 REAL-TIME IMPLEMENTATION .......ccuuttutteeeeeeereeeeeeeeeeeeessseessssssssssssssssssssmsrssssssnnennne 77

5.:4.1  SPECIFICALIONS ...ttt en 77
5.4.2  Subband approacCh ................c..cccceeiiiiiiiiiee e 80
5.4.3  Subband filtering.............ccoccoveeiiiiiiiiieiieee e 83
5.5 PERFORMANCE EVALUATION .......uuttttituteeeeeeeeeeeeeeeeeeeeeesseessssseessessssessssssnssssssssnnnnnnn 87
5.5 TSt CONAIIIONS ..ot 87
5.5.2  EXPerimental FESUILS .............cc.cccoueeeiiieeiieeeiieeeie et 89
5.6 CONCLUSION.....uuvtieiteeeeeecireeeeeeeeeeeeeitreeeeeeeeeeessetareeeeseeeeesestssseeseseeeensassreseeseeesennnes 93

CHAPTER 6. AEC SOFTWARE FOR VOIP HANDS-FREE APPLICATION ON

SMARTPHONE AND TABLET DEVICES ........ettiecccncssssnnseseeccssssssssnssssssscssssses 94
6.1 INTRODUCTION ......ovveiiiieieeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeseeessseeesssssesessesssrssssssessssssresssssnsennnns 94
6.2 AEC APPROACH FOR VOIP APPLICATION ON SMARTPHONES AND TABLETS......... 95

6.2.1 INORIINEAT ADKF ... 96
0.2.2  INSTANIANEOUS ER ... aaaaaaaaaes 98
0.2.3  Del@y eSHMALION .........cc..oooeeeeaiieeiieee et 99
6.3 PROTOTYPE OVERVIEW ....ouuttviieiieeeeiiiiirrreeeeeeeeieiiisrreeeseeeeeesetsssresseeeesssssnssnssesees 100
6.4 PERFORMANCE EVALUATION .......cvttttttieieeeeeteeeeeeeeeeeeeesseessessseesessesssesssssssnsrnrnsennne 104
O.4.1  TeSt CONUILIONS ..ottt 104
6.4.2  Experimental RESUILS ...............cccoooiuieiiiieiiiiieeiie e 105
6.5 PERFORMANCE EVALUATION ......cccciiiiiitriieiieeeeeieeiittreeeeeeeeeeeetirereeeeeeeeeeetnnnneeeeeeeas 110

CHAPTER 7. AENC FOR VIDEOTELEPHONY-ENABLED PERSONAL HANDS-

FREE IP PHONE........etetiiceccrrcsssnnesseeccssssssnnssssssecsssssssssssssssscssssssossassssssssssssssssnsassese 111
7.1 INTRODUCTION ....covviiiiieieeeeeeeeeeeeeeeeeeeeeeeaeeeeeseeeeeeseeeseseseeaseessseseeesrsrssessrsssrersrsrssnnes 111
7.2 SPECIFICATIONS ....ccettiuutrreteeeeeeeeeieurreeeeeeeeeeeeisrreeeseeeesesessrseeseeeeeesssisresseseeeesnnnnes 112
7.3 SYSTEM DESCRIPTION OF AENC ... 115

7.3.1  ADF DFOCESS......cueeeeieeee ettt ettt 116

Vi



7.3.2 INR PFOCESS ..ot 121

7.3.3  ER ANA VLIC PFOCESSES ......c..oeeeeiieeieeeiieeeie e 124

7.4  PERFORMANCE EVALUATION .....c.cociiiiiiiiiiiiiiiicie ettt 125
7.4.1 Complexity evaluation of ADF PrOCESS ............cccceeveueeeiiveeiiiiieeiieeiieeeieeeenne, 125
7.4.2  Performance evaluation of NR ProCess ..........ccccccuvvuevciiiecieniiiaiiaiieaeeeen, 126
7.4.3  Comparison of noise-level estimation ACCUFACY .................cccueevcveeeieeeienanne. 127
7.4.4  Overall performance teSt ..............ccouvieveeiiiieiieeieee e 128

7.5 CONCLUSION. ...ttt ettt ettt e st st sae e s n e e e e 133
CHAPTER 8. CONCLUSIONS . ...ccointisticsnicrissecssnssesssnssssssssssssssssssssssssssssassasssssssssssssass 134
LIST OF PUBLICATIONS AND PRESENTATIONS ....covvininvensrensanssarssessaessasssessans 136
BIBLIOGRAPHY ...cuuiiiiiiiiininsnicsninecssncssisesssecssssssssssessssssssssssssssssssssssssssssssssssssssssssass 142

vii



LIST OF FIGURES

Figure 2.1. Structure of echo reduction ProcCess..........ccueervuieeriieeeriieeiieeeriee e eeee e 14

Figure 2.2. Locations of loudspeaker and microphones. ............cccecueevieriienieniieeniennnnns 19

Figure 2.3. Relationship of cosine similarity and distance between loudspeaker and
microphones (dotted line: 1 m, solid line: 2 m). ....cceeevivieeciiieeiiieieeee e 19

Figure 2.4. Relationship of distance between loudspeaker and microphones and estimation

accuracy of echo-path power spectrum: left: 1 m, right: 2 m. .....c.ccooceviniininnnnne 20
Figure 2.5. Structure of proposed echo-path power spectrum estimation. ...................... 22
Figure 2.6. Changes of estimation error on echo-path power spectrum at 3 kHz............ 25
Figure 2.7. Received signal and near-end speech signal............ccccevevieviiiiiiiieccieeenen. 29

Figure 2.8. Time average (dots) and regression line (solid line) for minimal error
BANAWIALN. ... 31
Figure 2.9. Time transitions in frequency-averaged estimation error of echo-path power
] 01711 4 1 4 OSSPSR 34
Figure 2.10. Microphone input signal, send signal processed by conventional method, and
send signal processed by proposed method. ...........ceceeviieiiieiiiiiiiiniieieeeee 36
Figure 3.1. Comparison in approximation errors of conventional and proposed methods
during double-talk Periods. .......c.eeeeiieeiiiieiiiiecee e e 44
Figure 3.2. Time transition of approximation errors of conventional and proposed methods
during double-talk STtuation (L = 2 ). coeecieriieiieie ettt 45

Figure 3.3. Time transition of approximation errors of conventional and proposed methods

during double-talk STtUAtion (L =4 ). ceoeiieeiiiiiieieeeeee e 46
Figure 3.4. Frequency characteristics of impulse response used in computer simulation.49
Figure 3.5. Received speech signal x(k) (female speech)..........cccovveviiiciieniiaiieeniieenn, 50
Figure 3.6. Near-end speech signal s(k) (male speech). ......ccoooveeeviiiiiiiciieiiiciieiee, 50
Figure 3.7. Microphone input signal (K) . ....cccooeveiieriiienieeiieieeieeee et 51
Figure 3.8. Send signal s(k) with conventional method................cccovevveiiiiiiiieinne. 51
Figure 3.9. Send signal s(k) with proposed method.............ccocooeieiiiiiiciiiieiceeee 52
Figure 3.10. Each power envelope in each signal during double-talk period C. ............. 52

viii



Figure 3.11. Comparison of LPC cepstrum distances during double-talk period C......... 54

Figure 3.12. Double-talk quality assessments for period C. ...........ccocevveeriieniieeccineennnenn. 56
Figure 4.1. Relationship between echo-path impulse response and its short-time spectra.60
Figure 4.2. Comparison of SDR during received single-talk period. ............cccceeruvenenn. 66
Figure 4.3. Received speech signal and near-end speech signal...........cccccceevevivennneennenn. 68

Figure 4.4. Microphone input signal, send signal with conventional method, and send

signal with proposed Method. ...........cccoeiiiiiiiiiiiiiiieee e 69
Figure 4.5. Comparison of LPC cepstrum distances during double-talk period C.......... 70
Figure 5.1. Left: hands-free video conference system, right: AEC unit. .............c.cc........ 74
Figure 5.2. FIOW Of AEC.......oo ittt e s 74
Figure 5.3. Circuit board of AEC UNit. ......ccooiiiiiiiiiiiiieiiee et 79
Figure 5.4. Signal flow of implemented AEC. ..........cccciiiiiiiiiiiieieeceeee e 81

Figure 5.5. Impulse responses and frequency responses of low-pass, band-pass, and high-
PASS TIILETS. 1oieiiieiie ettt e et e e et ee e e e et e e e aaeeetaeeenaeeenaeeens 82
Figure 5.6. Illustration showing how decimation can be performed in frequency domain.85

Figure 5.7. Illustration showing how interpolation can be performed in frequency domain.

................................................................................................................................... 86
Figure 5.8. Test arrangements for objective measurements............cccecveeeeveeeenveescneeennnnn. 88
Figure 5.9. Reference signal and near-end speech signal. ...........ccccoeiiiiiiiiniiiiiinnieninn. 88
Figure 5.10. Microphone input signal, transmitted signal processed using conventional

method, and transmitted signal processed using proposed method. ......................... 90
Figure 5.11. Level of transmitted signal processed with conventional method during

double-talk PeTiod. ......cc.eiiuiiiiiiieeie e st 91
Figure 5.12. Level of transmitted signal processed with proposed method..................... 91

Figure 5.13. LPC cepstral distances of transmitted signal during double-talk period. .... 92
Figure 6.1. Block diagram depicting proposed AEC method developed for smartphone and
LADIEE AEVICES. .euviniietieiieet ettt ettt 96
Figure 6.2. Block diagram depicting proposed AEC method developed for smartphone and
TADIET AEVICES. ...ueeuiieiieiete ettt et ettt et et 100
Figure 6.3. Photograph of VoIP phone prototype equipped with proposed AEC method.102
Figure 6.4. Block diagram of AEC software implemented in VoIP application. .......... 103

X



Figure 6.5. Test arrangements for objective measurements............c.eeeveeeeveereneeesveeennne. 105

Figure 6.6. Comparison of echo-reduction performance by SER (single talk without

DbaCKZIOUNA NOTSE). ..eeevieiiieiieeiieeie ettt ettt et eaee e 107
Figure 6.7. Comparison of echo-reduction performance by SER (single talk with pink
Nn01se at 20 dB SNR). ..o 107
Figure 6.8. Comparison of echo reduction-performance by SER (single talk with office
Nn0ise at 15 dB SINR). ..o.eviiiiiiie et e e 108
Figure 6.9. Comparison of echo reduction-performance by SER (double talk without
DbaCKGroUNd NOTSE). .....vveeerieeciiieeeiee ettt et e e e et ee e eaeeenaeeeneeeennaees 108
Figure 6.10. Comparison of echo reduction-performance by SER (double talk with pink
n0ise at 20 dB SINR). .....viiiiiiie e e e 109
Figure 6.11. Comparison of echo reduction performance by SER (double talk with office
Nn01s€ at 15 dB SNR). .ooiiiiiieee e e 109
Figure 7.1. External view of videophone prototype..........ccceeecveeerveereieeeiieeeneee e 113
Figure 7.2. Block diagram of speaking CirCuit............cccceevuierieriiinireiierie e 114
Figure 7.3. Block diagram of new AENC.........cccoiiiiiiiiiiieiieieeeeeeee e 116
Figure 7.4. Block diagram of ADF. ........cccviiiiiiiieeeee e 117
Figure 7.5. Block diagram of NR Process.........ccceeuvieriiiiniieeniie e 122
Figure 7.6. Received speech signal (male). ........cccoeeieviiiiiiiiniiiiieieeeeeeeeeeeen 130
Figure 7.7. Near-end speech signal (female). ..........ccoooveeeiiiniiiiiiiniiiiee e, 130
Figure 7.8. Microphone input signal. Period A: echo and noise signals during single-talk
situation, period B: double-talk Situation. ...........ccccceeevvieeiiieiniiie e 131
Figure 7.9. Spectrum of background NOiSe. ..........cecueeviiieiiieniiiiieieeeeeeee e 131

Figure 7.10. Send signal. Period A: single-talk situation, period B: double-talk situation.



Table 2.1.
Table 3.1.
Table 3.2.
Table 4.1.
Table 5.1.
Table 7.1.
Table 7.2.
Table 7.3.
Table 7.4.

LIST OF TABLES

Test condition of €ach Period..........ccccueeeiiiiieiiieeieeeeee e 31
SIMUIAtion CONAITIONS ....eeveeuiiriieiieieriterieeie ettt 45
Experimental CONAItioNnS .........ccoevieriieiieiiieiie e 49
Experimental CONAItIONS ........c.ccecuieeiiieeiiieeiieecie e e 68
Specifications Of AEC UNit .......cceeeviiieiiiiciieeeie e 79
Specifications of videophone prototype .........ccceevveeeiierieeiiienieeieerie e, 114
Comparison by NRR.......ccoooiiiiiiiiii e 127
Comparison of noise-level estimation aCCUracCy .........ccceevveerveeerveeeieeesinneenns 128
Overall performance of proposed AENC .........cccvviviiiieciieeceeeree e 132

xi



Chapter 1.

Introduction

1.1 Background and Objective
1.1.1 Proposed speech-quality improving algorithms

Due to the amazing growth in networking technologies, the recent broadband environments
enable us to comfortably communicate with someone in a remote site in a variety of styles.
A hands-free telecommunication is a very natural style because it provides us to talk with
far-end people by using loudspeaker and microphone instead of holding a handset.
Especially, the hands-free telecommunications are really convenient in the cases where many
people on the same site want to communicate with remote site at the same time, e.g., a
business teleconferencing situation. This style is also used where one wants to talk to the
remote site while handling something else, e.g., car-driving situation.

In order to realize a natural hands-free telecommunication without a great stress, the
acoustical problems that degrade the transmitted speech quality must be solved. Acoustic
echo cancellation is one of fundamental techniques that eliminates the acoustic echo and
howling caused by acoustic coupling between loudspeaker and microphone. The other
fundamental techniques are noise reduction, beamforming and so on. Noise reduction
technique suppresses ambient noise picked up by the microphone. Beamforming technique
focuses on the talker's speech based on the microphone array processing. However, the most

indispensable technique is acoustic echo cancellation; it is because once howling occurs,



conversation cannot be sustained.

Most acoustic echo cancellers (AECs) use in series an adaptive filter (ADF) [1] [2] [3] [4]
that has a finite impulse response (FIR) filter structure, and an echo reduction (ER) [5] [6]
[7] [8] [9] which is a nonlinear post-filter based on a short-time spectral amplitude (STSA)
estimation [10]. The ADF process cancels out the echo signal by adaptively modeling an
unknown acoustic echo path but some residual echo signal still remains in its output (often
called error signal). Thus, the ER process follows the ADF process and reduces the residual
echo signal [11] [12]. This process suppresses the residual echo by applying a multiplicative
gain, which is called an echo-reduction gain, for each frequency component of the error
signal; the process affects only the amplitude components of the signal and does not affect
the phase components. The echo-reduction gain is calculated from the estimate of power
spectrum of the echo-path impulse response (we call it echo-path power spectrum hereafter).

The echo-reduction performance depends on the estimation accuracy of echo-path power
spectrum; and therefore, many methods for estimating the echo-path power spectrum have
been proposed and applied so far. Two representative methods exist to estimate the echo-
path power spectrum; one is a straightforward and simple method [5] [6] [12] [13] that
measures the echo-path power spectrum when a near-end talker’s voice (often called near-
end speech) is detected to be absent; the other is a frequency-domain cross correlation
(FDCC) method [7] [8] [9] using the correlation between received and error signals.

The literatures [5] [6], which are the above straightforward echo-path power estimation
methods, employ a double-talk detector [14] [15] [16] [17]; herewith, the estimation process
is suspended if the double-talk periods, which are periods when near-end and far-end talkers
speak simultaneously, are detected; therefore, the disturbance of the estimation value is
reduced. Instead of adopting double-talk detetor, the literature [12] calculates the echo-path
power spectrum based on the local minimum value on the amplitude ratio between the spectra
of the microphone-input and received signals across the past processing frames; herewith,
this method can reduce an influence of the disturbance during the double-talk periods.
However, in these methods suspending the echo-path power estimation during the double-
talk periods, it is theoretically difficult to track the echo-path change in the double-talk
periods.

On the other hand, a major advantage of FDCC is that it can be used to estimate the echo-



path power spectrum even during double-talk periods because this method can reduce the
influence of the disturbance by using the cross-correlation between the microphone-input and
received signals. Therefore, the FDCC approach is gradually becoming the mainstream
regarding the echo-path power spectrum estimation. However, a problem with FDCC is its
slow tracking speed. This method assumes that the received and near-end speech signals are
statistically uncorrelated to estimate the echo-path power spectrum and to obtain the echo
component. This assumption only holds true if the observation period (time period) of the
signal is long enough. As a result, the FDCC approach might fail to accurately track
immediate echo-path change in the residual echo level.

The echo-reduction gain, which decides the echo-suppression level of the residual echo, is
obtained based on the estimate of the echo-path power spectrum; this gain is also decided
according to the ratio of the near-end speech components included in the microphone input
signal. Thereby, it is possible to suppress the residual echo components according to the
echo-superimposing ratio even in the double-talk periods and to have small speech distortion
although the ER approach is a nonlinear process if the high-accuracy echo-reduction gain
can be obtained.

As the representative methods to derive the echo-reduction gain, there are spectral
subtraction [10], Wiener filtering (WF) [18] [19], maximum likelihood (ML) estimation [20]
[21], minimum mean-square error (MMSE) estimation [22] [23] and so on. The spectral
subtraction method is a straightforward method of suppressing the residual echo components
by subtracting the estimated echo power spectrum from the power spectrum of the echo-
superimposing signal. The WF method is designed to minimize the mean square error
between the estimated speech and the desired speech, and derives the echo-reduction gain
with less speech distortion compared with the spectral subtraction method. The ML and
MMSE estimation methods are statistical models using a general framework of the estimation
theory such as Bayesian estimation; they derive the echo-reduction gain by regarding an
echo-suppression problem as a problem of estimating and restoring the desired near-end
speech spectrum.

The WF method has been widely utilized as the echo-reduction estimation approach that
establishes practically high performance and low computational complexity; thereby, this

study focuses on the WF method and addresses its practical problem. The WF method



estimates the echo-reduction gain based on the assumption that acoustic echo and near-end
speech signals are statistically uncorrelated; and so a cross-spectral term of their signals is
regarded as zero. However, in its application to the hands-free telecommunication system,
the echo-reduction gain needs to be calculated from a very short period because most echo
and near-end speech signals are usually nonstationary; therefore, the cross-spectral term
between echo and near-end speech signals will not always become zero because the number
of samples used in calculating the cross-spectral term is small. As a result, the ER process
based on the conventional WF method might cause speech distortions during double-talk
periods because the assumption does not hold in practical use.

In order to apply the AEC to the telecommunication system, the processing delay caused
by the ADF and ER processes should be as short as possible so as not to hinder comfortable
telecommunications with far-end talkers; therefore, the length of its processing frame must
be as short as possible. The FDCC method, which is the estimation method of the echo-path
power spectrum based on the cross-correlation approach, can estimate the echo-path power
spectrum even during double-talk periods; however, this approach regards only a fraction of
the echo-path impulse response corresponding to the early response that mainly consists of
direct sound and early reflections as the echo-path power spectrum if calculating in the short-
time processing frame. This is because the time length of one block where the fast Fourier
transform (FFT) is applied is usually far shorter than that of the echo path impulse response
[24]. Thereby, the late echo components that result from late reverberation are not
considered.

To address this problem, a moving average (MA) model [24] [25] of the late reverberation
for the echo-path impulse response is often used in conjunction with the FDCC method in
order to offset the late echo components. In this model, the late echo components are
compensated for by adding recursively the estimate of the echo power spectrum obtained
with the FDCC method. The added amount of the late echo components is usually adjusted
according to the reverberation time. An adaptive method to estimate the reverberation time
was also proposed recently [24]. However, a problem with the MA model is to require the
assumption that the spectral structure of the microphone input signal is stationary. This
assumption does not necessarily hold true because a non-stationary signal such as speech is

given by conversation on the telecommunications. As a result, the MA model often fails to



accurately estimate the echo power spectrum in practical reverberant environments, and this
causes the perceptual degradation of sound quality after applying the ER process.

This dissertation focuses on the development of the ER algorithms that are suitable for the
estimations of echo-path power spectrum, echo-reduction gain, and late echo components
that result from late reverberation. Details for the ADF process is another interesting research
topic in the AEC; and thereby, it is out of focus in the present dissertation.

For an estimation of the echo-path power spectrum, this dissertation proposes a new
estimation algorithm in time and frequency spectral domains; this study aims to immediately
deal with instantaneous echo-path change accompanying the switching between different
microphones while presuming that each of talkers uses their own microphone during the
teleconference. Of course, this kind of instantaneous echo-path change can be avoided if the
AEC is introduced for each microphone. However, there is a problem of cost increase due to
the increase in both used memory size and computational complexity when introducing the
same number of AECs as microphones. Therefore, this study aims at improving the tracking
performance and accuracy of the echo-path power spectrum, which are important in
improving the echo-reduction performance, in order to realize the ER process which exhibits
high performance even when the AEC is introduced after switching of microphones.

For an estimation of the echo-reduction gain, this dissertation derives a novel estimation
algorithm that solves a least mean square error of the WF method by taking into account the
cross-spectral term of the signals; thereby, this method obtains a better echo-reduction gain
than that of the conventional WF method. While the conventional WF method assumes that
the cross-spectral term of the echo and near-end signals is zero, the proposed method
estimates the echo-reduction gain based on the assumption that the cross-spectral term of
their signals is not zero because the time-sequence period is short. An advantage of this
strategy is to be able to accurately calculate the echo-reduction gain even in a short period
and to decrease speech distortions.

For an estimation of the late echo components, this dissertation derives a novel estimation
algorithm that accurately estimates residual echo spectrum that includes the echo components
corresponding to the early impulse response and the late echo components resulting from
reverberation beyond a length of FFT block. This method estimates the echo power spectrum

by not using the MA model, but by assuming a finite nonnegative convolution model [26];



this model convolutes each segment of echo-path impulse response with the received signal
in the power spectral domain, taking into account the non-stationarity of the signal. To
estimate the echo power spectrum using this model, this dissertation proposes an innovative
algorithm to obtain the optimal solutions of the echo-path power spectra in all segments. The
proposed algorithm is based on a simultaneous equation model for power spectra of
microphone input signal, received signal, and each segment of echo-path impulse response.
The solution for each segment is equal to the least squares solution between the microphone-
input and estimated-echo-power spectra. With the proposed algorithm, the proper estimates
of each segment can be obtained so that the difference between the power spectrum of

residual echo and its estimate is minimized per frame.

1.1.2 Developed devices and application software

The estimation algorithm of the echo-path power spectrum, which is one of methods
presented in this dissertation, was implemented into a newly-developed AEC unit; its unit is
combined and used with a videoconferencing system; and the frequency band of the audio
signal in this AEC unit is supported up to compact disc (CD)-quality, i.e. 20-kHz wideband.

Until now, the AEC consisting of the ADF process and the ER process, has been frequently
applied to practical products because of its promising performance; an ordinary AEC delivers
reasonable performance for a narrowband teleconferencing system that limits audio
frequencies to the range of 300 Hz to 3.4 kHz. However, two problems arise when the method
is used in CD-quality wideband systems; 1) the sound of the near-end speech is sometimes
muffled in high frequency ranges during the double-talk periods because of the incomplete
ER process caused by a low-accuracy estimation of the echo-path power spectrum; and 2)
the amount of computation for the ADF increases exponentially as the sampling frequency
becomes higher.

One of the objectives of this study is to improve the estimation accuracy of the echo-path
power spectrum and to eliminate the muffled sound of near-end speech after applying ER.
Another objective is to reduce the computational complexity of the whole process including

the ADF in order to realize real-time implementation. To solve the first problem, this study



addresses the estimation-accuracy improvement of the echo-path power spectrum by
focusing on the assumption that echo and near-end speech are statistically independent not
only in a time axial direction but also in a frequency axial direction. This is based on an
algorithm similar to that of the above-mentioned proposed method, but different in that the
target is 20-kHz wideband. Then, to improve the computational efficiency, this study
employs a low-complexity subband approach with a new subband filtering algorithm in the
AEC. The FFT length of the new algorithm is shorter than the FFT length used in
conventional subband filtering because up-and down sampling is performed in the frequency
domain. This study evaluated the performance of the proposed method by implementing it
using an AEC-unit prototype that has a digital signal processor (DSP) board.

This dissertation introduces a newly-developed AEC software for voice over internet
protocol (VoIP) hands-free phone application on smartphone and tablet devices.
Smartphones and tablets have rapidly become popular among internet users in recent years.
Along with their popularization, VoIP phone applications that can run on such devices are
also becoming popular, whose worldwide market size has been increasing [26] [27] [28]; in
this situation, hands-free conversation may be a more popular style of phone-call because it
allows us to, for example, talk while looking at documents displayed on the screen. However,
three model-specific problems arise when an ordinary AEC software for providing the hands-
free conversation is applied to various smartphones or tablets: 1) loudspeaker distortion, 2)
microphone sensitivity variation, and 3) audio input/output delay variation [9]. Problem 1)
causes non-linear distortions in the echo, and problems 2) and 3) cause frequent and abrupt
echo-path changes. As a result, AEC performance will noticeably degrade when applied to
VoIP hands-free applications on smartphones or tablets.

This dissertation therefore proposes a new AEC method that automatically tailors its
performance to the acoustic characteristics of individual devices. The proposed AEC method
uses three new techniques: 1) ADF with nonlinear echo path modeling and its identification
algorithm to cancel distorted echo, 2) ER robust against echo-path change, and 3) delay
estimation (DE) to track audio input/output delay. Technique 1) can cancel out not only linear,
but also nonlinear echoes that result from loudspeaker distortion. Technique 2) can
instantaneously track the residual echo level, which changes when the microphone sensitivity

varies. Technique 3) can sequentially calculate the pure delay resulting from both room echo



and the buffer process of audio input/output.

An above-mentioned study discussed an implementation of the AEC for VoIP phones on
smartphone and tablet devices. On the other hand, this study addresses a new acoustic echo
and noise canceller (AENC) [29] for videotelephony-enabled personal hands-free internet
protocol (IP) phones. The popularity of videotelephony-enabled IP phones has been growing
in recent years, and the hands-free communication function implemented in these
videophones is often used because of its convenience. Such terminals therefore require
acoustic echo cancellers because acoustic echoes, which result from acoustic coupling
between loudspeakers and microphones, must be removed for better speech quality and for
avoidance of acoustic howling in hands-free telecommunication. Noise cancellers are also
required to eliminate undesired background noise included in microphone input signals
because personal videophones are usually used in noisy environments such as offices.

The videotelephony-enabled IP phone has to be practically integrated into a single fixed-
point DSP. In general, the DSP for the videophone has a constraint on a computational
complexity; its processing performance is lower than that of the smartphone and tablet
devices. Therefore, it is important to satisfy required specifications of both performance and
computational complexity of the AENC in order to make real-time implementation possible
when using a low-performance DSP chip.

The AENC is mainly composed of the ADF process, the ER process, and a noise-reduction
(NR) [30] [31] [32] [33] process. The NR process lowers the level of background noise by
multiplicative gains in the frequency domain. This process is based on an STSA estimation
as same as the ER process. In recent years, high-performance NRs with a microphone array
that consists of multiple microphones placed at different spatial locations have been proposed
[32] [33]. However, it is often difficult to adopt the high-performance NRs into personal
videophones because the videophones have constraints to its casing size and DSP-chip
performance. Due to budget constraint, monaural NRs [30] [31], the number of components
of which is small and the computational complexity is relatively low, are still widely used in
the videophones.

This study addresses two issues in using the AENC for personal videophones; 1) to
maintain the AENC performance in a noisy environment such as the open-plan office, and 2)

to attain the performance while reducing the computational complexity to make real-time



implementation possible. For the issue 1), this dissertation introduces two methods. One of
them is controlling the step size of the ADF [34] [35] [36]. With this method, the step size is
adaptively adjusted according to the level of disturbance such as background noise. It can
minimize the effect of the disturbance in a noisy environment. Another method is estimating
the noise level under the assumption that the noise amplitude spectrum is constant in a short
period [37], which cannot be applied to the amplitude spectrum of speech. This method
estimates the noise level even during speech periods without suspending the calculation.
However, its estimation accuracy might decrease when the disturbance such as the residual
echo exists. In the proposed system, the combination of the proposed ADF and NR solves
the issue; the disturbance can be removed before the noise level is estimated because the
noise robust ADF with the step-size control sufficiently eliminates the acoustic echo as the
previous processing of the NR. This combination results in natural near-end speech even in
the double-talk periods.

For the issue 2), this study attempts to reduce a computational complexity of the AENC
largely not by optimizing the code for the DSP platform but by distributing the operations of
the ADF. The ADF employed in this study distributes the filter update and convolution
processes across different frame times, whereas the ADF process, which is employed in the
above-described VoIP phone application on smartphone and tablet devices, updates and
convolves the filter coefficients within each single frame. As a result of such modification,

the computational complexity is drastically decreased.



1.2 Organization of Dissertation

This dissertation is organized as follows. Chapters 2, 3, and 4 present novel algorithms
specialized for the improvements for the echo-reduction performance in the ER process.
Chapter 5, 6, and 7 introduce methods, which improve speech quality and calculation
efficiency against an acoustic echo and noise control, implemented in developed products
such as the hands-free telecommunication devices and VoIP application software.

Chapter 2 presents a new estimation method of the echo-path power spectrum for the ER
process based on Wiener filtering. This method employs two techniques: 1) a fast and robust
echo-path power spectrum estimation using a short-time correlation between received and
microphone input signal in time and frequency spectral domains and 2) compensation of the
estimation error caused by an inaccurate correlation that occurs when applying an FFT of a
short finite frame length; and the proposed method continuously updates the estimation value
and immediately tracks a rapid echo-path change even during double-talk periods.

Chapter 3 presents an ER process based on a new Wiener-filtering method taking into
account the cross-spectral term between the acoustic echo and the near-end speech. The goal
of this study is to accurately calculate the echo-reduction gain to decrease the speech
distortions produced by the ER process. The proposed method solves a least mean square
error of the WF method by taking into account the cross-spectral term between the echo and
the near-end speech to obtain a better echo-reduction gain.

Chapter 4 deals with a problem of estimating residual echo spectrum that results from
reverberant component beyond a length of FFT block. This chapter introduces a finite
nonnegative convolution method by which each segment of echo-impulse response is
convoluted with a received signal in a power spectral domain. With the proposed method,
the power spectra of each segment of echo-impulse response are collectively estimated by
solving the least-mean-squares problem between the microphone-input and the estimated-
residual-echo power spectra.

Chapter 5 introduces a new monaural AEC method developed for a 20-kHz wideband
hands-free video-teleconferencing system. The method can effectively reduce undesired
acoustic echo included in a signal arriving at a microphone from a loudspeaker and can

emphasize the near-end speech in the double-talk periods. The method estimates the echo-
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path power spectrum whether or not double-talk has occurred, then calculates an echo-
reduction gain that effectively reduces the residual echo. In the echo cancellation processing,
the computational complexity is reduced to make the processing suitable for real-time
implementation by using a low-complexity subband approach that employs a new subband
filtering algorithm.

Chapter 6 presents a new AEC method developed for VoIP phone applications on
smartphone and tablet devices. This method can effectively reduce the residual echo and
emphasize the near-end speech in the double-talk periods, irrespective of smartphone/tablet
device models. This method mainly involves cancellation of non-linear acoustic echo caused
by loudspeaker distortion, residual echo reduction robust against echo-path change, and
estimation of pure delay resulting from both room echo and audio input/output buffers.

Chapter 7 presents implementation and evaluation of a new AENC for a hands-free
personal videophone. This canceller has the following features: noise-robust performance,
low processing delay, and low computational complexity. The AENC employs a new ADF
and NR methods that can effectively eliminate undesired acoustic echo and background noise
included in a microphone input signal even in a noisy environment. The ADF method uses a
step-size control approach according to the level of disturbance such as background noise; it
can minimize the effect of disturbance in a noisy environment. The NR method estimates the
noise level under an assumption that the noise amplitude spectrum is constant in a short
period, which cannot be applied to the amplitude spectrum of speech. In addition, this
dissertation presents the method for decreasing the computational complexity of the ADF
process without increasing the processing delay to make the processing suitable for real-time
implementation.

Chapter 8 concludes this dissertation and indicate some future works, which should follow

this work to innovate the tele communication technologies.
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Chapter 2.
Robust Improvement in Estimation of

Echo-Path Power Spectrum

2.1 Introduction

An ER process is an ordinary process for reducing residual echo components remaining in
an error signal after an ADF process; and the FDCC method employed in the ER process is
widely used as an effective approach for estimating an echo-path power spectrum. This
method uses the correlation between received and error signals in a frequency domain,
reduces an influence of disturbance components, and estimates the echo-path power
spectrum. The method exhibits two primary advantages over the implementation to the ER
process in practice. One is not to need a double-talk detector. The other is to be able to
estimate the echo-path power spectrum even during double-talk periods. However, an issue
with the FDCC method is its slow tracking speed; it is because this method needs long time
observation period of the signals in order to regard the disturbance components as
uncorrelation components. This slow tracking speed makes difficult to correspond to the
immediate echo-path change.

This chapter presents a conventional ER process employing the FDCC method, an WF
method, and an MA model, and then develops a novel estimation method of the echo-path
power spectrum; its estimation method is based on a concept of the FDCC approach. This

chapter further shows comparisons between the conventional and proposed methods in terms
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of the estimation accuracy of the echo-path power spectrum, and demonstrates their echo-

reduction performances.

2.2 Configuration for Ordinary ER Process

This section explains the ER process in a short-time spectral amplitude (STSA) domain using
the FDCC, WF, and MA approaches. The structure of the ER process is illustrated in Figure
2.1, and the adaptive filter (ADF) process is omitted to simplify the explanation. The

microphone input signal y(k) is expressed as
y(k) =d(k)+s(k), 2.1

where £ is a sample number of discrete time; d(k) and s(k) are acoustic echo and near-
end speech signals, respectively. d(k) is represented by a convolution of an echo-path

impulse response /(k) and a received signal x(k), i.e.,
d(k)=h(k)*x(k), (2.2)
where * denotes the convolution. The short-time spectrum of y(k) is represented as
Y,(@) = D,(0) +5,(@), 2.3)

where o is a discrete frequency index, i is a discrete time-frame index, and D,(w) and

S.(w) are the short-time spectra of d(k) and s(k), respectively.
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Figure 2.1. Structure of echo reduction process.

The echo reduction can be expressed using an echo-reduction gain G,(®) in a general

form as follows:
S. () =G (0)Y(®), (2.4)

where S‘i(a)) denotes the estimate of S.(w). G,(w) is for example calculated by an WF

method obtained by the following equation:

| Y(0) —| D, (o)

G () =
() Y () P

: (2.5)

where |l5i(w) > is the estimate of echo power spectrum | D,(w)[*. The obtained estimate

S‘i(a)) is transformed into the time domain signal §(k), which is the send signal, by an

inverse fast Fourier transform (IFFT).
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The echo power spectrum is estimated using the MA model as
| Dy(@) =l H ()| X (@) +a | D, (@) F, (2.6)

where | H ()’ denotes the estimate of the echo-path power spectrum | H,(®) | and « is

a design parameter to control the reverberation time and determine the amount of added late
echo components; 0 <a <1 is used according to the reverberation time; for instance, « is
set at 0.7 when the frame shift size is 8 ms and the reverberation time with an RT60 [38] is

160 ms.

The echo-path power spectrum estimate | H (@) is given by
2
|<Xz‘(a))’ M (a))>|

| H ()= 0,
T @l |

2.7)

where <,> and |||| are an inner product and a norm, respectively. Boldface denotes a time-

sequence vector of a short-time spectrum: p,(w) = [R (w),,P_, ., (a))]T . L is the number

of frames, meaning the observation time parameter, and 7 is a transposition. The estimate
of the echo-path power spectrum in the above equation is finally obtained from the following

relationship:

(x,(0),4,(0)) + (x,(@),5,())|
| (@) |
(x,(0), ()]
| k@l | ’ 25
|1 (@)(x,(),x,())]

L k@
|H,(0)

| H ()
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2.3 Problems with FDCC Method

The FDCC method approximately simulates the echo-path power spectrum by the following

three assumptions.

(1) The received signal and the near-end speech are uncorrelated.
(i1) The echo-path power spectrum is constant in the section of the number of frame L.

(ii1) The received signal and the acoustic echo are highly correlated.

However, the assumptions (1), (ii), and (iii) have two significant problems as described below.

2.3.1 Problem resulting from assumptions (i) and (ii)

This subsection explains a problem on followability of the echo-path power spectrum
estimation caused by the assumptions (i) and (ii).

The calculation range of the correlation is controlled by the number of frames L ; namely,
the influence of disturbance such as the near-end speech can be sufficiently eliminated by
enough increasing L. However, when L is large, the assumption (ii) does not hold for a long
time after the echo path changes; therefore, there is a problem that as the followability to the
echo path degrades as L increases. On the other hand, if L is set small, the followability to
the echo path improves; however, the influence of the disturbance cannot be sufficiently
removed and so the assumption (i) does not hold. Therefore, the estimation of the echo-path
power spectrum during the double-talk periods becomes difficult. Due to a trade-off
relationship as mentioned above, there is a problem that it is difficult to achieve sufficient

tracking performance by the conventional method.
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2.3.2 Problem resulting from assumption (iii)

This subsection explains a problem on accuracy of the echo-path power spectrum estimation
caused by the assumption (iii).
When an angle between time-sequence vectors of short-time spectral amplitudes of the

received and echo signals is given by ¢, (@), the estimate of the echo-path power spectrum

is represented by the following equation which is multiplied by the square of cosine similarity

lcos ¢, (w)|:

\FI.(a))|2 N |<xi(a)),di(a))>+<xl.(a)),s,.(a))>|2
| | x (@) |
(x,(@).d,@)]
| x| . 2.9)
I ()l (@)]cos (@)
[x; (@)
|, (@)

- ——r|cos ¢ (@)

x, ()]

Namely, the estimate of the echo-path power spectrum is based on |cos ¢l.(a))|:1.

However, the value of |cos ¢l.(a))| changes corresponding to the distance between the

loudspeaker and microphone, and so on.

For instance, this subsection considers the changes of cosine similarity |cos ¢l.(a))| with the
switching of two microphones when one speaker and two microphones are arranged as
illustrated in Figure 2.2. And Figure 2.3 plots a comparison of cosine similarities when the
reverberation time in this experiment is 300 ms and the distances of the microphone from the
loudspeaker are 1 m and 2m. As these results show, the cosine similarities that the distances

of the microphone from the loudspeaker are 1 m and 2m are significantly different.

Thereby, the error associated with the cosine similarity |cos ¢l.(a))| occurs regarding the

estimate of the echo-path power spectrum because the assumption (iii) does not hold true.
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Figure 2.4 plots the relationship of the distance of the loudspeaker and microphones and the
estimation accuracy of the echo-path power spectrum. As this figure shows, the estimation

accuracy at the distance of 1 m from the loudspeaker are significantly different from that of

2m.
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Figure 2.2. Locations of loudspeaker and microphones.
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Figure 2.3. Relationship of cosine similarity and distance between loudspeaker and

microphones (dotted line: 1 m, solid line: 2 m).
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Figure 2.4. Relationship of distance between loudspeaker and microphones and

estimation accuracy of echo-path power spectrum: left: 1 m, right: 2 m.
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2.4 Proposed Echo-Path Power Spectrum Estimation
Method

This section proposes a new method that solves the problem accompanied with conventional
FDCC method by improving a followability while achieving a high-accuracy estimation of
the echo-path power spectrum. The proposed method has two steps: (i) an improvement of
tradeoff between the followability and accuracy controlled by the number of frames L : and
(i1) an improvement of the estimation accuracy considering the influence of cosine similarity.
The structure of the proposed method on the echo-path power spectrum estimation is

illustrated in Figure 2.5.

2.4.1 Correlation calculation method for improving followability

The proposed method focuses on not only a time axis direction but also a frequency axis
direction in the correlation calculation between received and microphone input signals in
order to improve the followability to echo-path changes. This subsection describes the
method for estimating the echo-path power spectrum by using the correlation in the frequency

axis direction to the correlation in the time axis direction, and presents its validity.
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Figure 2.5. Structure of proposed echo-path power spectrum estimation.

A) Echo-path power spectrum estimation focusing on both time and frequency

axis directions

The proposed echo-path power spectrum estimation method calculates the ratio of the
averaged cross-spectrum between received and microphone input signals to the averaged-

received-signal power spectrum in time and frequency spectral domains in order to

sufficiently shorten the number of frames L as follows:

2
UX,Y (laa)’gw)

| H,(0)'= :
UX,X (l’a)a gw)

(2.10)

where
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2g1+1 S (x, (@+ m),y, (@+ m), @.11)

2] m==g,

UX’Y(Z',C(),Q'W) =

2, (2.12)

1 So
UX,X(i,a),gw)zzg 1 Z||x,.(a)+m)|

@ m==g,

and ¢, is a constant parameter for determining a bandwidth to be averaged in the frequency

axis direction.

The proposed inner product, v, , (i,®,¢,) , and norm, v, , (i,®,¢,), are calculated in the

expanded range including the peripheral frequency around frequency bin @ . This means that
the calculation periods has been expanded from L of the conventional FDCC method to

L(2g,+1); in the proposed method, a larger number of 25, +1 expands the calculation

period in the frequency direction in addition to the calculation in the time axis direction. From
this fact, it can be expected that the number of frames L of the proposed method can be set
shorter than that of the conventional method, and the followability to the echo-path changes

is improved.

B) Relationship between bandwidth parameter ¢, and accuracy of echo-path

power spectrum estimation

This subsection verifies the accuracy of the echo-path power spectrum estimation when the
correlation in the frequency axis direction is used. It is necessary to maintain the invariance
of the echo-path power spectrum within the correlation calculation in order to estimate
accurately the echo-path power spectrum. If this assumption holds true not only in the time
axis direction but also in the frequency axis direction, the echo-path power spectrum can be

approximated as follows:
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These approximation holds when the echo-path power spectrum is a constant value within
the correlation calculation including the frequency axis direction. However, the assumption
does not hold true because the value of the echo-path power spectrum is different in the
frequency axis direction under an actual environment; as a result, an estimation error might
occur. Particularly, the magnitude of the echo-path power spectrum of the frequency far away
from the center frequency is significantly different from that of the center frequency by
comparison with that of the frequency adjacent to the center frequency. Therefore, if the

bandwidth parameter ¢, is set to be too large, there is a possibility that the estimation

accuracy is lowered.

Figure 2.6 shows the relationship between the bandwidth parameter ¢, at 3 kHz and the
estimation error of the echo-path power spectrum. The horizontal axis is the bandwidth
25, +1 and displayed by the frequency; and the vertical axis is the RMSE (Root Mean
Square Error) between the echo-path power spectrum | H,(w)|* and its estimate |I:Ii(a)) .

This figure demonstrates that the estimation error minimizes at the bandwidth around 1.5

kHz, and the estimation error increases at 1.5 kHz or more.
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Figure 2.6. Changes of estimation error on echo-path power spectrum at 3 kHz.

2.4.2 Cosine similarity estimation method for improving accuracy

of echo-path power spectrum estimation

If the direction of the received-signal time-sequence vector X, (@) is different from the

direction of the echo-signal vector d,(®), the estimation error corresponding to the cosine

similarity |cos ¢,.(a))| occurs in the estimate |I:Ii(a)) > of the echo-path power spectrum.

Therefore, in order to improve the estimation accuracy, this subsection proposes a method to
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obtain the estimate ‘cos g/;i (a))‘ of cosine similarity, and corrects the estimate |I:Ii(a)) I’ as

follows:

V(o) —ﬂ (2.14)

where |I}i(a)) | is a corrected estimate of the echo-path power spectrum. The estimate
‘cos (zgi(a))‘ of the cosine similarity is calculated according to the talk situation, which is

judged using the double-talk detector, as follows.
[CASE OF NO DOUBLE-TALK SITUATION]

The short-time spectrum of the microphone input signal can be considered as
Y.(w) =~ D, () (2.15)

during the received single-talk periods that only the far-end talker speaks; because the
microphone picks up only the received signal. Then, using the estimate in the echo-path
power spectrum, the cosine similarity between the received and echo signals can readily be

estimated as

cosg ()| = 1A (e )
H © ;” .16
O

On the other hand, when the received signal does not exist, the echo components are not
contained in the microphone input signal; therefore, the echo-reduction gain in this period is

set to
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G (0)=1. (2.17)

[CASE OF DOUBLE-TALK SITUATION]

The proposed method estimates the cosine similarity between the received and echo signals
even during the double-talk periods only at frequency components without near-end speech

components because the speech signal has a sparsity in the frequency domain [39]. This

method gives an cosine similarity candidate p, (@) by

(@) = 11,0y | 2.18)

[y (@)

The above equation readily finds that the candidate p, () is large when the near-end speech

components do not exist in the microphone input vector ||y ; (a))” . Thus, the method calculates

the estimate | cos;/;i ()| of the cosine similarity in order to avoid the update at the frequency

components including the near-end speech components as follows:

cosd@ie] L@ i p@)>cosd (@) 2.19)
l | cos ¢fl._1 ()], otherwise

The above equation means that the estimate | COS& ()| of the cosine similarity is replaced

by the candidate p, (@) of the cosine similarity when the candidate p, (@) is larger than the

estimate | cos¢?H(a)) | obtained before one frame.
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2.5 Simulations

In order to confirm the effectiveness of the proposed echo-path power spectrum estimation
method, the proposed and conventional FDCC methods were applied to the ER process,
respectively, and the performance comparison was performed. In the computer simulation,
two omnidirectional microphones placing on the table were instantaneously switched in order
to change the echo path; and the ADF process was omitted for simplifying the configuration,
and the performance was verified only by the ER process.

The microphone input signal was calculated by adding the near-end speech signal to the
echo signal obtained by convoluting the echo-path impulse response with the received signal.

The length of the echo-path impulse response was set to 4096 samples.

2.5.1 Test conditions

The arrangement for a loudspeaker and microphones is shown in Figure 2.2. The echo-path

impulse responses, 4(k), were measured while switching these microphones at the room of

the reverberation time 300 ms. The sampling frequency is 16 kHz and its frequency band is
from 100 Hz to 7000 Hz. The length of the echo-path impulse response was set to 4096
samples. The frame shift size is 128 samples and FFT points are 256 samples. The received

and near-end speech signals, x(k) and s(k), are shown in Figure 2.7 (a) and (b),
respectively. The microphone input signal, y(k), was calculated by adding the near-end
speech signal to the echo signal, d(k), obtained by convoluting the echo-path impulse

response with the received signal.
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5000 ' ' f
© _
Z 0
<
-5000 ' ' I
0 6 12 18 24
Time [s]

(b) Near-end speech signal (male speech)

Figure 2.7. Received signal and near-end speech signal.

Table 2.1 shows test conditions for each talk situation. The period A (0 to 6 s) is the state
of the received single-talk period (only the received signal is reproduced in this period) at
Mic-1. The microphone is switched after the lapse of 6 s; thereafter, the period B (6 to 12 s)
becomes the state of the received single-talk period at Mic-2. The period C (12 to 18 s) is the
state of the double talk period in the case of Mic-2. The microphone is again switched after

the lapse of 18 s; and thereafter, the period D (18 to 24 s) becomes the state of the double
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talk period at the time of Mic-1.

Figure 2.8 shows the bandwidth 25, +1 that minimizes the estimation error of the echo-
path power spectrum computed by the proposed method; and the regression line for this result
is shown by the solid line. This regression line was obtained by calculating the bandwidth
2¢,+1 that minimizes the estimation error by using Equation (2.22) detailed later. In
addition, in order to improve appropriateness of the results, the speech signals different from
this experiment were used for calculating the bandwidth. Based on this simulation, the

bandwidth parameter ¢, is determined by

{(1.59a)+1009.9) +0.5J_1

B 4
o= 5 : (2.20)

where ¢ denotes a frequency resolution; ¢ = 62.5. The number of frames L were set to 625
in the conventional method and 62 in the proposed method, respectively; this means that the
observation time for the correlation calculation of the proposed method is 1/10 in comparison
with that of the conventional method.

In addition, Geigel algorithm [14], which is a simple double talk detection method, was

employed in order to obtain the estimate | cos¢?i (@) | of the cosine similarity; the double talk

period is detected when the magnitude relationship below is established.

max {| y(k) |, y(k— L, +1)|}
max{| x(k) |, x(k—=L, +1) |}

>T, 2.21)

where max{} denotes a maximum selection. T is a threshold; this parameter was set to 0.5.

L, and L, are constant parameters; these were adjusted to lengths matching the processing

frame length and the reverberation time, respectively.

30



Table 2.1. Test condition of each period

Period Microphone Talk situation
A Mic-1 Received single talk
B Mic-2 Received single talk
C Mic-2 Double talk
D Mic-1 Double talk

-2

Bandwidth [kHz]

o
O

O I 1 1
+ 6 8
Frequency [kHz]

I~

Figure 2.8. Time average (dots) and regression line (solid line) for minimal error

bandwidth.
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2.5.2 Performance evaluation on echo-path power spectrum

estimation

This subsection compares the estimates of the echo-path power spectrum on the conventional
FDCC method, the proposed method without the cosine similarity estimation, and the
proposed method containing the cosine similarity estimation, respectively. As an evaluation

measure, the estimation error (@) of the echo-path power spectrum is defined by the

following equation.

_hotog, (@)

. 222
| H,(a) | 222

Figure 2.9 shows the time transitions of the frequency-averaged estimation error of the
echo-path power spectrum. The vertical axis is the frequency-averaged estimation error, and
the horizontal axis is time. The dotted, solid, and bold lines denote the errors of the
conventional method, of the proposed method without the cosine similarity estimation, and

of the proposed method containing the cosine similarity estimation, respectively. The
symbols | H, (@) |2, » |H (@) |f)mp, and |I}l_(a)) * in the figure stand for the estimates of

these methods.

As shown in Figure 2.9, the estimation accuracy of the proposed method using the cosine
similarity estimation is superior to that of the conventional FDCC method. However, the
estimation error of the conventional method became smaller than that of the proposed method
immediately after the lapse of 6 s. This is because the conventional method that does not
consider the cosine similarity already made small an estimate of the echo-path power
spectrum during the period A.

The estimation errors during the received single-talk periods A and B of the conventional
method were about 2 dB and 5 dB, respectively. The estimation error increased during the

period B as compared with the period A; because the cosine similarity greatly changed as

shown in Figure 2.3. Similarly, the estimate | H (o) |f,mp which does not consider the cosine
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similarity also has the same problem. On the other hand, in the estimate | T}l ()| employing

the cosine similarity estimation, its error was less than 1 dB in the periods A and B. This
result suggests that it is difficult to avoid the influence of the cosine similarity even if the
conventional method compensates for the estimate of the echo-path power spectrum by
multiplying the estimate with a constant parameter; it indicates the superiority of the

proposed method considering the cosine similarity.

During the double-talk periods C and D, the error of the estimate | H (@) \lz,mp is constantly
smaller than that of the estimate | / (@) |2, - This result indicates that in the estimate

| H, () ]f,rop , the accuracy degradation due to the influence of the near-end speech was

sufficiently reduced by the effect of the correlation calculation using the frequency axis

direction although the length of L is 1/10 of the conventional method. In addition, this figure
shows that the estimate | I}l () > was the most accurate in the all methods; this result indicates

that the cosine similarity was estimated without serious failure even during the double-talk

periods.

33



. | | |
| (@) Py | HL (@) By = 7 (@) P

A B C D ]

@)

A
v
A
v
A
v
A
v

§MMII%

=

\"""%'HIIIIIP

Ry
""M"’Muu

%ﬂnnnmm%41
NI
@s‘

\‘"gllll
o

N

wl’g—-

i,

Estimation error [dB]
N
%""meu%

[\

g,

i'm"m*ﬂIIII'MIVQIIIIIIHW‘""

-

0 6 12 18 24
Time [s]

Figure 2.9. Time transitions in frequency-averaged estimation error of echo-path power

spectrum.

2.5.3 Performance evaluation on echo reduction

This subsection evaluates the echo-reduction performance of the conventional FDCC and the
proposed methods, using the ER process. The proposed method employs the cosine similarity
estimation. The microphone input signal is shown in Figure 2.10 (a). The send signals after
processing by conventional and proposed methods are shown in Figures 2.10 (b) and (c),
respectively. As seen in these figures, the proposed and conventional methods sufficiently
suppressed echo signals over the entire period. However, the conventional method suffers

from near-end speech distortion during double-talk periods though the number of frames of
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the conventional method is ten times as large as the number of frames of the proposed
method. The near-end speech distortion was improved by using the proposed method, and
the subjective quality was good.

This subsection evaluates the echo-suppression level during the received single-talk
periods A and B, and the distortion level of the send signal during the double-talk periods C
and D, quantitatively. An echo return loss enhancement (ERLE) [40] was used in order to

measure the echo-suppression level; the ERLE is defined as

ERLE =10log,, 2, (2.23)

out

where p. and p_, denote mean squares of the microphone input and send signals during

the received single-talk periods A and B. The ERLEs are 36.2 dB in the conventional method
and 37.0 dB in the proposed method, respectively. A signal-to-distortion ratio (SDR) [39]
was used as the evaluation method of the speech quality after the nonlinear post-filtering; the

SDR is defined as

315, (@)
S max{ S, (@) [* —| $,(0) .0}

SDR =10log,, (2.24)

The SDRs are 9.4 dB in the conventional method and 18.7 dB in the proposed method,
respectively. These results demonstrated that the proposed method can improve the speech
distortion of the send signal about 10 dB compared with the conventional method while

achieving the almost same echo-suppression level as the conventional method.
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Figure 2.10. Microphone input signal, send signal processed by conventional method,

and send signal processed by proposed method.
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2.6 Conclusion

An echo-path power spectrum estimation method for the ER process was proposed. The
proposed method is focused on time and frequency spectral domains for estimating the echo-
path power spectrum; and therefore, that method rapidly tracked echo-path changes. In
addition, the proposed method improved the estimation accuracy by considering the cosine
similarity between received and echo signals based on the talk situation. According to
experimental results, this chapter confirmed that the proposed echo-path power spectrum
estimation method achieved better echo reduction performance than that of the conventional

method.
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Chapter 3.
Wiener Solution Considering Cross-

Spectral Term Between Echo and Near-

End Speech

3.1 Introduction

This chapter introduces a frequency-domain acoustic echo reduction process based on a new
WF method taking into account the cross-spectral term between the acoustic echo and the
near-end speech. The conventional ER method based on Wiener filtering estimates the gain
based on the assumption that the cross-spectral term of the echo and the near-end speech is
zero because the acoustic echo and the near-end speech are statistically uncorrelated.
However, this assumption does not always hold true in practice because the gain is estimated
in a very short period where the amount of statistical data, which is used to calculate the
ensemble averages of the observed signals, is insufficient. As a result, the conventional
method occasionally causes the perceptual degradation of sound quality during a double-talk
period; therefore, the performance is still not sufficient. Our goal was to accurately calculate
the echo-reduction gain to decrease the speech distortions produced by the echo-reduction
process. The proposed method solves a least mean square error of WF method by taking into
account the cross-spectral term between the echo and the near-end speech to obtain a better

echo-reduction gain.
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3.2 Wiener Filtering and Its Problem

3.2.1 Echo-reduction gain estimation based on WF method

The echo-reduction gain based on the WF method can be approximately obtained by the

following equation:

E[|S,(0)]’]
E[|S,(0) |’ 1+ E[| D,(®) ']
E[|Y,(0) '1- E[| D,(®) ']

E[|Y,(0)]*] '

1Y, (0)|” | D,(w)
1Y, ()

Gi (a)) =

Q

3.1)

where E[-] denotes the expectation operation calculated over the signal frames. The WF
method estimates the echo-reduction gain G,;(®) by minimizing a squared error v, which is

given as follows:
v=[8,(@)-G (@Y, (32)

where boldface denotes a time-sequence vector of a short-time spectral amplitude:

P.(w) = [| P(w)|,+,| P, () |]T . By solving the differential equation

ov
0G.(w)

1

=2{G,@)|Y, (@) ~(8,(@), Y, (@)} >0, (33)
the echo-reduction gain is then obtained as follows:
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(S, (@), Y,(0))

G, (@)

Y, (@)

B (Y,(®@)-D,(0),Y,(®))+5,
Y. (@)

_ @] (D, (@.D,(@)+8, @) +6,+3, 54)
[Y: (@)

[Y. @) - D, (@)]" - (D,(@),8,(@)) + 5, +3,

Y, (@)

_ [Y.(@)] - [P (@)

Y (@) '
where
5W _ 51 + 52 _<Di(m)asi(a))> , (35)

Y, ()]

0, and 0, are the errors caused by neglecting the phase components, respectively. If time-
sequence vectors D, (@) and S,(w) are uncorrelated and &, =5, =0, the approximation

error of the WF method, 0, , is regarded as zero; and G, (@) is given by\

[Y.@]" -[p, (@)

G, (v)~ 3
[ (@)

(3.6)

The WF-based gain is finally obtained by approximating the above equation for a very

short period as follows:

zIYi(w)IZ—ID,-(W)IZ_

G,
/() Y ()

(3.7)
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3.2.2 Problem of Wiener filtering

It is assumed that the echo and near-end vectors are uncorrelated in the WF method; that
means <Di(a)),Si(a))> = 0. This assumption holds only if a very long period of data is
available because the statistical properties of data are used. However, the echo-reduction gain
G(w) needs to be calculated from a very short period in practice because most echo and

near-end speech signals are usually nonstationary. In that case, the number of samples used

in the cross-correlation calculation becomes insufficient, and so the inner product
<D,.(a)),Si(a))> is not always zero. Therefore, the echo-reduction gain G(w) is sometimes
estimated to be smaller than the actual gain because the inner product between the echo and
near-end vectors is ignored in the WF method. As a result, the ER process based on the WF

method suffers from the speech distortions and quite often causes the perceptual degradation

of the sound quality.

3.3 Proposed Echo-Reduction Gain Estimation Method

3.3.1 Strategy for high-quality echo-reduction gain estimation

This subsection explains the concept of the proposed gain estimation method used in the ER
process. As described above, the inner product between the echo and near-end vectors are
not always zero in practice and so its inner product cannot be ignored with respect to the

echo-reduction gain calculation. The proposed method derives a better ER gain G(w)

reconsidering the derivation of the conventional WF method as follows:
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(S, (@), Y, (@))
[ (@)
(Y,(0)-D,(0),Y,(@))+ 3,
[, (@)
[Y, (@) = (D, (@), Y,(0))+35,
[, (@)
(D,(®),Y,(w))
D, ()]
[, (@)
[Y.(@)]" -7, (@)D, (@) +3,
[, (@)
Y. @[ -r.@lp. @)
[, (@)

G (@)

(3.8)

[Y, ()] - D (@) +5,°

where

(D (@)Y, (»))
D, ()]

yi(@)= (3.9)

and

51
[, ()

(3.10)

The parameter y,(w) denotes the ratio of the inner product between echo and input vectors
divided by the square norm of the echo vector. The parameter J, is the approximation error
of the proposed method.

In the conventional WF method, the parameters y,(®) and J, are set to constant value,
7;(@w) =1, and the zero parameter, J, = 0, respectively; namely, the echo-reduction gain

obtained from these approximations becomes equivalent to the conventional echo-reduction
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gain assuming J,, = 0.However, the assumption y,(®) =1 cannot hold true during double-

talk situations in practice due to <Dl. (w),Y, (a))> # ||Dl. (a))”2 in a very short period.

3.3.2 Comparison of approximation accuracy

The approximation errors of the conventional and proposed methods J;, and &, during the

double-talk periods are shown in Figure 3.1. The approximation error is defined as the
difference between the target and estimated echo-reduction gains, and this is the value that
occurs by neglecting the unknown terms included in the estimation of echo-reduction gains.
The vertical and horizontal axes are the approximation errors and the number of frame L,
respectively. The simulation conditions are listed in Table 3.1. These approximation errors
are calculated from average for all frames of two male signals and two female signals. As
seen in Figure 3.1, with both cases the approximation errors decreases in proportion as

increasing the amount of statistics which is determined by L . However, with the
conventional method, the error 0, significantly increases when L is small which is an
amount of error that should not be ignored. On the other hand, in the proposed method, the

error is smaller even if L is small. This shows that the proposed method works effectively

for calculating the gain in a short period accurately.

This subsection also evaluated the time transitions of approximation errors J,, and &, of

when L =2 and L =4 during the double-talk periods, which are plotted in Figures 3.2 and
3.3, respectively. The proposed method showed the smaller approximation error over the

entire period than that of the conventional method.
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Figure 3.1. Comparison in approximation errors of conventional and proposed methods

during double-talk periods.
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Table 3.1. Simulation conditions

Sampling rate 16 kHz
Frame length 256 samples
Frame shift 128 samples
FFT points 256 samples
Sound item Clean speech
Single length 4s
# of signals 4 (2 males and 2 females)
Reverberation time 200 ms

20 - - -

IS} } ;
10} .
St : -

Error [dB]

|I~J
S

0 4 8 12 16
Time [s]

Figure 3.2. Time transition of approximation errors of conventional and proposed

methods during double-talk situation (L =2).
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Figure 3.3. Time transition of approximation errors of conventional and proposed

methods during double-talk situation (L =4).

3.3.3 Calculation method of echo-reduction gain

Accurately estimating the correlation parameter y,(®) is a key in solving the problem in
which speech distortions are caused during the double-talk periods. To calculate the

parameter y,(®) in practice, the proposed method substitutes the unknown vector D, (w)

with | D,(@)|’=| H (@) |'| X, (@) |’ i.e.,
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(D,(0).Y,(@)
D, (o)

7 (@)= : (3.11)

where
D,(0) = | D@ Dy, (@] (3.12)

The echo-reduction gain G;(®) is therefore represented using the estimated correlation

parameter 7, (®) as

v, @) = 7,@)B, @)

Gi () = 2
[Y: (@)

(3.13)

The estimated correlation parameter 7,(w) varies corresponding to the rate of the near-end

speech component included in the microphone input signal. Equation (3.11) therefore takes
a value closer to one during the single-talk periods whereas it takes a value larger than one
during double-talk periods.

The echo-reduction gain is finally represented by using the estimated correlation parameter

7.(w) and by replacing the norms Hf)i(a))u2 and ||Yi(a))||2 into instantaneous values

| D,(w)|* and | Y, () |* as follows:

V(@) ' —7,(@)| D(@) "

G.Aw) =
/(@) Y,(0)

(3.14)
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3.4 Evaluation

The performance of the new method was evaluated using both simulation and subjective
listening tests. The conventional and proposed echo-reduction gain estimation methods were
used to calculate the gain using Equations 3.14 and 3.7, respectively. Table 3.2 lists the
experimental conditions. Figure 3.4 shows the frequency characteristics of impulse response

used in the computer simulation. The numbers of frame L used to calculate the parameter

7,(®) are set to four.

3.4.1 Simulation experiments

The subsection conducted simulations to compare the proposed echo-reduction gain

estimation method to the conventional WF method. The received signal x(k), the near-end
signal s(k), and the microphone input signal y(k) are shown in Figures 3.5, 3.6, and 3.7,

respectively. Period A is the received single talk; it means that only the far-end speaker is
talking. Period B is the send single talk period; it means that only the near-end speaker is
talking. The period C is the double-talk period; this period occurs when both the near-end
and far-end speakers are talking concurrently.

Figures 3.8 and 3.9 plot the send signals after processing by the conventional and proposed
echo-reduction gain estimation methods, respectively. The power envelopes of send signals
of conventional and proposed methods in period C are plotted in Figure 3.10. As seen in
Figures 3.7, 3.8, and 3.9, the conventional and proposed methods sufficiently suppressed
echo signals over the entire period. The ERLEs that show the echo-suppression levels of the
conventional and proposed methods during the period A were 33.79 dB with the conventional

method and 33.72 dB with the proposed method, respectively.
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Table 3.2. Experimental conditions

Sampling rate 16 kHz
Frame length 256 samples
Frame shift 128 samples
FFT points 256 samples
Sound item Clean speech
Single length 12s
Reverberation time 200 ms
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Figure 3.4. Frequency characteristics of impulse response used in computer simulation.
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Figure 3.5. Received speech signal x(k) (female speech).
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Figure 3.6. Near-end speech signal s(k) (male speech).
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Figure 3.7. Microphone input signal y(k).
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Figure 3.8. Send signal $(k) with conventional method.
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Figure 3.9. Send signal s(k) with proposed method.
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Figure 3.10. Each power envelope in each signal during double-talk period C.
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However, as seen in Figure 3.10, the conventional echo-reduction gain estimation method
seems to result in speech distortions during the double-talk period C compared with the
proposed method. The amount of speech distortions during the double-talk period C were
evaluated using a linear predictive coding (LPC) cepstral distance [41], which is computed

as follows:

CD(k) = 10;% \/22 [c(m, k) = é(m, )], (3.15)

m=1
where c¢(m, k) and ¢(m, k) are the k -th cepstral coefficients of near-end speech and send
signals, respectively, and CD (k) is the LPC cepstral distance. The results from comparing

the conventional and proposed methods using the LPC cepstral distance are shown in Figure
3.11. As these results indicate, the better scores in the LPC cepstral distance were observed
than the conventional method over the entire period and the significant improvement was

confirmed.
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Figure 3.11. Comparison of LPC cepstrum distances during double-talk period C.
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3.4.2 Subjective experiments

A multi-stimulus test with hidden reference and anchor (MUSHRA) using a 100-point scale,
compliant with ITU-R BS.1534-1 [42], was used to test the quality of speech. All reference
and evaluation signals were played to both ears with headphones (Sennheiser HD 280 Pro).
Eight experienced listeners evaluated speech under six conditions: the near-end speech signal
(c00: hidden reference), the near-end speech signal filtered by 3.5 kHz low-pass filter (cO1:
anchor A), the microphone input signal (c02: anchor B), the target signal of ER (c03: anchor
C), and the send signals of conventional and proposed methods (c04: conventional method

and c05: proposed method). The target signal s, (k) denotes the limiting value of the ER

process, which is simulated using the following equation:
3, (k) = IFFT| S, () | ¢ |, (3.16)

where IFFT[-] and 6, denotes the IFFT operation and the phase component of Y, (@),

respectively.

The MUSHRA test results comparing the conventional and proposed methods during the
double-talk situation of the period C are shown in Figure 3.12. The vertical lines in the figure
denote a 95% confidence interval. For the double-talk period C, mean scores were awarded
for four sound signals by eight listeners. As these results indicate, a better score was observed
in the double-talk period by using the proposed method that calculates the echo-reduction
gain considering the cross-spectral term between echo and near-end speech signals. The
proposed method improved the sound quality by about six points on a 100-point scale

compared with the conventional method, and a significant improvement was confirmed.
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Figure 3.12. Double-talk quality assessments for period C.
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3.5 Conclusion

This chapter proposed a novel modified gain-estimation method for the ER process. To
reduce the speech distortion produced by the ER process, the proposed echo-reduction gain
was calculated based on the assumption that the echo and near-end signals is uncorrelated
but the cross-spectral term of their signals obtained in the short-time period is not zero. The
experimental results showed that the proposed echo-reduction gain estimation method
performed better than the conventional WF method by using the ER process, and significant

improvement was confirmed.
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Chapter 4.
Convolutive Echo Power Estimation for
Addressing Long Reverberation-Time

Problem

4.1 Introduction

This chapter deals with a problem of estimating the echo power spectrum that results from
reverberant component beyond a length of FFT block. The ER process suppresses the
residual echo signal by applying a multiplicative gain calculated from the estimated residual
echo power spectrum. However, the estimated echo power spectrum reproduces only a
fraction of the echo-path impulse response and so all the reverberant components are not
considered. To address this problem, this chapter introduces a finite nonnegative convolution
method by which each segment of echo-impulse response is convoluted with a received
signal in a power spectral domain. With the proposed method, the power spectra of each
segment of echo-impulse response are collectively estimated by solving the least-mean-

squares problem between the microphone-input and the estimated-echo power spectra.
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4.2 Conventional Echo Power Estimation

The echo spectrum, D,(w), which is the short-time spectrum of the echo signal d(k), is
expressed by the convolution of the echo path %(k) and the received signal x(k) in the

frequency domain [43] as follows:

D(w)=) H, (0)X,_, (o), 4.1)
m=0
where @ and m denote the frequency bin and the frame index, respectively. H, ;(w) is the
short-time spectrum obtained from a fraction of the length of 4(k); H ;(®) is the spectrum

of the early part of 4(k) that includes the direct sound and early reflections (commonly

called early response), the remaining portions (H,,;(w); m > 0) are the spectra of the late
reverberation. The relationship between (k) and H (@) is illustrated in Figure 4.1.
In the ER process, the echo power spectrum | D, (@) |* is needed to calculate the echo-

reduction gain G, (w) ; and its estimate | 131. (w) | is calculated using the MA model as
| Dy(@) = Hy (@) | X, (@) [ +a | D,y (o) (4.2)

where o is a design parameter to control the reverberation time; the parameter « is set to

the amount of added late echo components according to the reverberation time. | 7 0. (@) I

denotes the power spectrum estimate of H (@) itis given by

(X, @), @)|
| x@f |

| H, ()] = (4.3)
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Figure 4.1. Relationship between echo-path impulse response and its short-time

spectra.

4.3 Problem with MA Model

The MA model simulates the echo power spectrum by the following approximate expansions:

D) = S H, (@)X, ()
< DHL@FIXL@F “44)

Q

Yo" |Hy (@) X, (o)
m=0
= |Hy,(0)| X, (@) " +a | D_ (o) |’

By the above estimate expansion: | H,, ; (@) P~a” |H 0. (@) *, the late echo components
are modelled as « | D, ,(®)|*. However, if this assumption holds true, the following

relationships between | H , ; (@) > and | H 0. (@) > must hold:
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(X, @)Y, @)
@l

<Xi—m (), %Yi—m (a))>

X, @) ’

| Hm,i(a)) |2 =

Q

(4.5)

(X, (@)Y, (»)

2

m

(04
X (@)
a" |H, (o)

Q

where
|H, (o) = H,,_, ()] (4.6)

if the echo-path impulse response remains unchanged.

The above equality expansions are based on the premise that the spectral structure of the

m

microphone input signal is stationary: Y,(®) = aEYl.fm (w) . However, this is an impractical

assumption because the non-stationary signal such as speech is received in practice.
Consequently, the conventional approach suffers from the speech distortions because of the
inaccurate estimate of the echo power spectrum which occasionally causes the perceptual

degradation of the sound quality.

4.4 Proposed Echo Power Estimation

4.4.1 Strategy for accurate echo power estimation

This section proposes a method to improve the accuracy of conventional echo power spectral
estimation. The proposed method introduces a finite nonnegative convolution model [44] in

the power spectral domain from the following equation:
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| Dy(@) = Y [ H, (@) | X, (@), 4.7)

where M is the number of frame determined by the reverberation time; M is for example
set at 20 when the frame shift size is 8 ms and the reverberation time is 160 ms. This model
is able to deal with the non-stationarity of the microphone input signal unlike the

conventional MA approximation model.

The estimate | H i (@) | in Equation (4.7) can be calculated from

(X, @).Y,@)
K@

|H, (o) ]= (4.8)

which is included in Equation (4.5). However, this equation does not consider whether or not
the estimated echo-path power spectra for each segment are optimal. Therefore, this study
proposes the proper estimation method of the power spectra of early response and late
reverberation for the finite nonnegative convolution model by solving the least squares

problem between the microphone input power spectrum | Y, (@) |* and the estimate| bi ()|

of the echo power spectrum as follows:

W, (0) = ;' ()R] (0)Y, (@), (4.9)
where
| H, ()]
W.(0) = : , (4.10)
| H (@)
®,(») =R/ (0)R, (@), (4.11)
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‘Xi(a))yz ‘Xi—MH(a))’z

R, (w)= : : , and (4.12)
| X, (@) ’2 | Xy (@) ‘2
1Y, (o) ]
Y.(0) = : . (4.13)
1Y, (@) ‘2

Equation (4.9) is the solution for the following simultaneous equation model derived from

Equation (4.7):
Y, (0) = R,(0)W,(®), (4.14)
and also corresponds to a least squares solution to the following equation:

[¥.(@) - R, (@)W, (@) - 0. (4.15)

4.4.2 Practical calculation method
In practice, it is important to reduce the computational complexity of the method for real-

time processing. This study proposes a method that improves the complexity of calculating

the inverse of the matrix ®,(w) by applying the matrix inversion lemma to the following

recursive equation:
D, (w) = fO, ,(0)+ X, (0)X! (w), (4.16)

where
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| X, (o)
X, (0) = : 4.17)
| X, (@) ’2

and £ is the forgetting factor corresponding to time period L. The inverse of @ (w) is for

instance obtained using the recursive least-squares (RLS) algorithm [45] [46] as

B0 (@)X (@)X] ()P (@)

I T R (4.18)
1+ 47X, ()@, (o)X, (@)

D (@)= (w) -

Also, the ER process often reconstructs the send signal by overlapping and adding the
windowed output frames. If the FFT window overlap of 50% is adopted in the ER process,
the proposed method allows us to omit some of the calculations and to estimate the echo

power spectrum as follows:

M/2-1

|1 D(@) = D H,, ()| X,y (@)] (4.19)

64



4.5 Simulations
4.5.1 Comparison of estimation accuracy

The echo-power estimation errors of the conventional and proposed methods based on
Equations (4.2) and (4.19) are shown in Figure 4.2. The estimation error is represented using
the SDR as the difference between the target and estimated echo-power spectra in a received
single-talk period. These sound qualities after processing were compared under reverberation
times of 50, 100, 150, 250, 350, 500, and 750 ms. The female talker signal digitized at a
sampling rate of 16 kHz was used as the sound source of the received speech signal. The
language is English. The design parameter & was set at 0.3, 0.55, 0.7, 0.8, 0.85, 0.9, and
0.93, respectively, according to the reverberation time. The number of frame M was set at
four. As Figure 4.2 indicates, the proposed echo-power estimation method improved the

estimation accuracy under all these reverberation time conditions.
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Figure 4.2. Comparison of SDR during received single-talk period.

4.5.2 Comparison of echo-reduction performance

This subsection evaluated the performance of the proposed echo power estimation method
using simulation tests in order to compare it with the conventional method (MA model). The
conventional and proposed estimation methods were applied to calculate the echo power
spectrum using Equations (4.2) and (4.19), respectively. Table 4.1 lists the experimental
conditions.

The received and near-end speech signals are shown in Figures 4.3 (a) and (b),
respectively. Periods A and B are the received and send single-talk periods, respectively. A
double-talk period occurs during a period C. The microphone input signal y(k) is shown in
Figure 4.4 (a). Figures 4.4 (b) and (c) plot the send signals §(k) after the conventional and
proposed methods were respectively applied to them. As seen in Figures 4.4 (a), (b), and (c),

the conventional and proposed methods sufficiently suppressed the echo signals in the
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received single-talk period A. The ELREs of 31.05 dB and 31.38 dB were achieved as the
echo-suppression levels using the conventional and proposed methods, respectively.
However, these results show that speech distortions seemed to occur during the double-talk
period C when the conventional method was applied.

The amount of speech distortion during the double-talk period C was evaluated using the
LPC cepstral distance. The results of comparing the conventional and proposed methods are
shown in Figure 4.5. The average cepstral distance scores of the conventional and proposed
methods were 5.42 points and 2.19 points, respectively. In particular, the proposed method
improved sound quality by a maximum of 9.72 points in a period of about 11 s over the
conventional method. Better scores were observed over almost the entire period, and

significant improvement was confirmed.
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Table 4.1. Experimental conditions

Sampling rate

16 kHz

Frame length

256 samples

Frame shift

128 samples

o

FFT points 256 samples
Sound item Clean speech
Single length 12s
Reverberation time 160 ms
A B C
S b O b e >
10’ . |
0 4 8 12

Time [s]

(a) Received speech signal (female speech)

10'

Time [s]

(b) Near-end speech signal (male speech)

Figure 4.3. Received speech signal and near-end speech signal.
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Figure 4.4. Microphone input signal, send signal with conventional method, and send

signal with proposed method.
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Figure 4.5. Comparison of LPC cepstrum distances during double-talk period C.
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4.6 Conclusion

A novel method to estimate the echo power spectrum for the ER process was proposed. The
echo power spectrum was calculated using the finite convolution between the echo path and
the received signal in the power spectral domain. The power spectra of early response and
late reverberation were jointly estimated by solving the least squares problem for the early
response and the late reverberation in the power spectral domain. The proposed method
achieves the proper residual echo suppression and marginal speech distortion in the send
signal during the double-talk period. The experimental results revealed that the proposed
method outperformed the conventional MA-model approach, and improved the speech
quality by about three points in the average score of the LPC cepstral distance during the

double-talk period.
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Chapter 5.
Acoustic Echo Cancellation for CD-quality

Hands-free Videoconferencing System

5.1 Introduction

This chapter describes a monaural AEC unit newly developed for a 20-kHz wideband hands-
free video- or teleconferencing system. The unit can effectively reduce undesired acoustic
echo that occurs in the system, and can emphasize the target talker’s voice during the double-
talk period. The algorithm implemented to this unit estimates an echo-path power spectrum
whether or not double-talk has occurred, then calculates a post-filter that effectively reduces
the undesired echo. In the echo cancellation processing, the computational complexity is
reduced to make the processing suitable for real-time implementation by using a low-
complexity subband approach that employs a new subband filtering algorithm.

This study evaluated the echo-cancellation performance by implementing it using an AEC-
unit prototype that has a DSP board. Experiments were conducted to examine the
performance of the developed AEC unit; the results indicated that the developed unit
delivered natural-sounding near-end speech even during the double-talk periods while

sufficiently suppressing the undesired echo.
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5.2 Videoconferencing System with AEC Unit

Figure 5.1 shows a videoconferencing system with an AEC unit; the flow of the audio signal
processing of the AEC is illustrated in Figure 5.2. The signal received from the far-end is
played back through the loudspeaker, which is added as the undesired acoustic echo to the
near-end speech observed by the microphone. The AEC generally removes such echo
components from the microphone input signal in order to transmit only the near-end speech

to the far-end.
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Figure 5.1. Left: hands-free video conference system, right: AEC unit.
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Figure 5.2. Flow of AEC.
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5.3 Algorithm Improving Double-Talk Performance

The problem of near-end speech degradation is mainly caused by the low estimation accuracy
of the echo-path power spectrum used in the ER process. The conventional echo-path power
spectrum estimation method [12] sometimes over-estimates the echo-path power spectrum
during the double-talk periods; this overestimation causes near-end speech in double-talk
being muffled after ER process is applied. To solve this problem, this study employs the

echo-path power spectrum estimation method similar to the method described in Chapter 2.

The AEC receives the signal x(k) from the far-end; and this signal is picked up as an echo

signal d(k) by the microphone after passing through the room echo path that has an impulse

response modeled as h(k)=[#, (k),...,hL/_ (k)" , where L , is the filter length. Given the
reference input vector, X(k)=[x(k),...,x(k—L, +1)]", and the adaptive filter vector,
w(k) =[w (k),...,w,, (k)]", the output signal of ADF, y(k), can be written in terms of the

reference input vector, X(k), which is convoluted by the impulse response between reference
and ADF output signals (residual echo path), h'(k)=[h', (k),....h' L (5)]", including the

near-end speech signal s(k) as

k) = d(k)+s(k)
= X (k) {h(k) - Wk —1)} +s(k), (5.1)
= x” (F)h'(k) + s (k)

The output signal y(k) is transformed to the frequency as follows:
Y,(@) = D,(@) +5,(), (52)
The output of the ER is obtained as

S.(») =G, ()Y, (). (5.3)

75



Here, G,(®) is calculated by the Wiener filtering method

Y, (@) =| D)
G(w)= "4 i : 5.4
/(@) | Y () [ G4

where
| D(@) = H)(@) | X (@) . (5.5)

The proposed method obtains an estimate of the echo-path power spectrum using the

following equation:

A $" B X, (04| V. (0+ )]
| Hi ()= —— : (5.6)
D El X, (@+r) ']

r==¢e

Equation (5.6) is a new simplified equation for the proposed technique in Chapter 2. In
Equation (5.6), all the complex number operations are approximately replaced with real
number operations.

If the reference and near-end speech signals are uncorrelated, the near-end speech
components can be removed by calculating the amplitude correlation between both signals,

and Equation (5.6) is then approximated to the following equation:
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S

2ENX (@+1)|| D (0+r)+S, (0+7)]]

> E[ X, (@+7) ]

> El| X, (0+7) | D,(0+7)]]

-t - . (5.7)
> E[| X, (0+r) ]

r==¢u

> Bl D, (0+7)]]

r==¢,

3 E[ X, (0+7) ']

Q

Q

This means the ER is able to directly estimate the echo-path power spectrum even during

double-talk periods.

5.4 Real-Time Implementation

Because a large delay seriously obstructs bidirectional communication, the AEC should run
on a real-time basis. For real-time implementation in 20-kHz wideband system, this sutudy
proposes a cost-effective AEC algorithm achieved using a subband approach with low-
complexity subband filtering. The specifications, subband approach, and the proposed

subband filtering algorithm are described in this section.

5.4.1 Specifications

The proposed AEC algorithm was utilized for a hands-free voice communication unit. A
circuit board of the unit is shown in Figure 5.3, and the specifications are listed in Table 5.1.
The AEC was implemented on a single fixed-point DSP chip. The sampling frequency of the
analog-to-digital (A/D) or digital-to-analog (D/A) converters is 48 kHz. Its frequency range

is from 100 Hz to 20 kHz, which corresponds to the frequency range of widely used wideband
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transmission systems (CD quality). The total signal delay is 30 ms. The maximum filter tap
length in the ADF is 140 ms. The total calculation performance of the AEC is 193 MIPS,
which means the system can achieve the real-time acoustic echo cancellation on a low-cost

DSP chip while maintaining the wide signal bandwidth.
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Figure 5.3. Circuit board of AEC unit.

Table 5.1. Specifications of AEC unit

Item Description
Size 200 mm (W) x 150 mm (D) x 35 mm (H)
Weight 700 g
Sampling frequency 48 kHz
Frequency range 100 Hz-20 kHz
Interface RCA jacks:

Line input % 1
Line output x 1
Audio input x 1

Speaker output x 1
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5.4.2 Subband approach

In the AEC, the ADF process has a significant impact on the overall complexity because the
degree of computational complexity required in the ADF process increases in proportion to
the square of the sampling frequency because of the convolution operation of adaptive
filtering. For example, the amount of computation required in the ADF process increases 16-
fold when the sampling frequency increases 3-fold from 8 kHz to 48 kHz. This means that it
is essential to reduce the computational complexity of the ADF process to achieve a real-
time CD-quality wideband AEC.

This study has introduced a subband approach that first divides a signal into several narrow
bandwidths and then applies the AEC to the signal in each divided frequency band. The
advantage of this approach is that the computational complexity of the convolution operation
can be reduced. Figure 5.4 shows the flow chart of the AEC realized in the high frequency
range from 100 Hz to 20 kHz at a 48-kHz sampling frequency. The subband AEC consists
of the ADF, ER, decimation (DEC), interpolation (INT), low-pass filter (LPF), band-pass
filter (BPF), and high-pass filter (HPF) processes. The impulse response and frequency
responses of LPF, BPF, and HPF are shown in Figure 5.5.

The subband approach performed in analysis and synthesis filter blocks can reduce the
computational complexity of the convolution operation by 1/ M , where M is the DEC ratio.
In this unit, the computational complexity required in the ADF process was reduced by 75%
by quartering the band. Moreover, if the ADF process is not processed for frequencies above
12 kHz, the computational cost can be further reduced by about 50%. Because the power of
speech components above 12 kHz is extremely low, the acoustic echo components above 12
kHz can be sufficiently suppressed without the ADF process but only by the ER process. In
total, the computational complexity required in the ADF process was reduced by about 90%

using this configuration.
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Figure 5.4. Signal flow of implemented AEC.
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high-pass filters.
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5.4.3 Subband filtering

To further reduce the computational complexity of the AEC, the analysis and synthesis filters
used in the subband filtering were revised. These filters incur a high computational cost
because the subband filtering uses a convolution operation between an input signal and a
band-division filter whose length is a quarter of the adaptive filter length. To avoid the
convolution operation in the time domain, a frequency-domain filtering method is usually
used. The problem with this approach is that the computational complexity required in the
FFT is high because long FFT lengths are needed to avoid aliasing.

This study proposes frequency-domain DEC and INT implemented in short FFT lengths.
First, the analysis filter consists of the LPF, BPF, HPF, and DEC processes, as shown in
Figure 5.6. The frequency ranges of the LPF, BPF, and HPF are 0—6, 612, and 12-24 kHz,
respectively. An input signal is transformed into the frequency domain and then is band-

limited by frequency-domain DEC filters (LPF, BPF, and HPF) as
Z.(e’)=U, (e’ ), (e'), (5.8)

jor

where 7 is the sampling period, Z,(e’“") is the frequency-domain band-limited input signal,

U.(e’”") is the frequency-domain DEC filter, LPF, BPF or HPF, and /,(e’*") is the

jor

frequency-domain input signal. The proposed method realizes a precise DEC of Z,(e’“") in

the frequency domain by adding the component reflected into the lower frequencies, which

is called the aliasing component below, to the band-limited input signal as follows:

T' 27k

ZiD(efW')=$Afz(e’ M ) (5.9)

where 7'= Mt . Z”(e’”") is the frequency-domain band- limited input signal decimated by

M . This means that when Z”(e’“") is transformed into the time domain by inverse-FFT

(IFFT), the required IFFT points are reduced by 1/ M . The example of DEC is given in
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Figure 5.6. For example, if the DEC ratio M is two, Eq. (10) is convertible as follows:

Z»D (eja)r') —

1
1 2 & (5.10)

Here, the second term denotes the aliasing component shifted only by 7 and with the
addition of the first term.

Next, the synthesis filter consists of LPF, BPF, HPF, and INT processing, as shown in
Figure 5.4. This filter performs filtering and INT in the frequency domain. The aim is to
reduce the FFT points required in a frequency-domain transform as effectively as that
achieved with the DEC filter. An input signal is transformed into the frequency domain and

interpolated in that domain by adding the aliasing component as

]f/(ej“”)=1,.(ej%). (5.11)

The required FFT points are reduced by 1/ M by performing the INT after FFT processing.
The interpolated signals are band-limited by INT filters, LPF, BPF, or HPF, in the frequency
domain, resynthesized, and transformed into the time domain. An example of INT with

M =2 is given in Figure 5.7.
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5.5 Performance Evaluation

The performance of the proposed method implemented in the AEC-unit prototype was
evaluated in a practical environment. This study examined how the near-end ambient sound
is processed and transmitted under various conversation states, particularly during the
double-talk periods. If the difference between the near-end speech and transmitted signals
after processing is reduced, it means that the system can provide more natural-sounding
teleconferencing. In the evaluation, AECs using the conventional and proposed methods
were compared. The conventional method was an AEC employing the conventional echo-

path power spectrum estimation method [12].

5.5.1 Test conditions

The arrangement of the microphones and sound sources used in the test is shown in Figure
5.8. Here, M1 and S1 represent the near-end microphone and loudspeaker, respectively, and
loudspeaker S2 simulated the near-end talker. The loudspeaker and microphone levels were
as prescribed by ITU Recommendation P. 34 [47]. The room reverberation time was about
300 ms. Japanese speech was used in all conditions. The reference and near-end speech

signals are shown in Figure 5.9.
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Figure 5.9. Reference signal and near-end speech signal.
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5.5.2 Experimental results

The microphone input signal and the transmitted signals received after processing by the
conventional and proposed AECs are shown in Figure 5.10, respectively. The waveform
during the single-talk period shows the acoustic echo signal when the microphone picks up
the acoustic echo of the signal from the far end. In the double-talk period, the microphone
picks up both an acoustic echo and near-end speech. The conventional and proposed AECs
sufficiently suppress echo components over the entire period, as seen in Figure 5.10.

For the evaluation of the echo-suppression level, the ERLE measure, which is defined by
ITU-T Recommendation G.168 [48], was used. The ERLE gives large values when the echo
component is well suppressed by the AEC. The average ERLEs of the conventional and
proposed methods are 36.1 dB and 37.6 dB in the single-talk period, respectively.

The levels of transmitted signals processed with the conventional and proposed methods
during a double-talk period are shown in Figures 5.11 and 5.12, respectively. The level of
the transmitted signal processed by the proposed method is closer to that of the near-end
speech component than that of the conventional method, as seen from these figures. This
means that the proposed method achieved much better accuracy in estimating the echo-path
power spectrum compared to the conventional method. In the transmitted signal processed
with the proposed method, the acoustic echo was sufficiently suppressed, and the near-end
speech passed through the ER with low degradation.

This study also evaluated the amount of speech distortion during the double-talk period
using the LPC cepstral distance between the near-end speech and transmitted signals. The
LPC cepstral distance gives a small value when the transmitted signal does not suffer a loss
of the near-end speech and when the echo is well suppressed. The time transitions of the LPC
cepstral distance of the conventional and proposed methods are shown in Figure 5.13. These
results show that in the proposed method, the speech distortion was suppressed over the entire
period, while the echo component was reduced sufficiently, in contrast to the conventional

method.
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Figure 5.10. Microphone input signal, transmitted signal processed using conventional

method, and transmitted signal processed using proposed method.
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Figure 5.11. Level of transmitted signal processed with conventional method.
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Figure 5.12. Level of transmitted signal processed with proposed method.
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Figure 5.13. LPC cepstral distances of transmitted signals processed with conventional

and proposed methods during double-talk period.
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5.6 Conclusion

This chapter employed the echo-path power spectrum estimation method similar to the
method described in Chapter 2, and presented an AEC method that can emphasize the target
near-end speech with low degradation during the double-talk periods while reducing
undesired acoustic echo. The method estimates the echo-path power spectrum between
reference and ADF-output signals whether or not double-talk has occurred and calculates the
post-filter based on the estimated echo-path power spectrum for the ER process. The AEC
with proposed method was then modified for real-time implementation in a 20-kHz wideband
videoconferencing system. To reduce the computational complexity, the echo-path power
spectrum estimation algorithm of the proposed method was simplified by approximately
replacing all the complex number operations with real number operations. In addition, a
subband approach of AEC process and a low-cost subband filtering algorithm were
introduced. Experiments conducted with an AEC-unit prototype showed that the proposed

method delivers natural sounding near-end speech even during double-talk periods.
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Chapter 6.
AEC Software for VoIP Hands-free
Application on Smartphone and Tablet

Devices

6.1 Introduction

An AEC method developed for VolIP hands-free applications on smartphone and tablet
devices is proposed. This method can effectively reduce undesired acoustic echo arriving at
a microphone from a loudspeaker and emphasize the target talker’s voice during the double-
talk periods, irrespective of smartphone/tablet device models. This method mainly involves
cancellation of the non-linear acoustic echo caused by the loudspeaker distortion, the residual
echo reduction robust against echo-path change, and the estimation of pure delay resulting
from both room echo and audio input/output buffers. The experimental results show that the
proposed AEC method reduced more than 40 dB of the undesired echo for every smartphone
or tablet used for the evaluation. This result indicates that the performance of the proposed
AEC method does not depend on the difference in the acoustic characteristics of individual

devices.
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6.2 AEC Approach for VolP Application on Smartphones
and Tablets

A block diagram of the developed AEC algorithm is illustrated in Figure 6.1. Many
smartphones and tablets available on the market are equipped with small inexpensive
loudspeakers, built-in auto-gain control (AGC), and variable audio input/output buffers.
Therefore, when a conventional AEC method is applied to a VoIP application on smartphone
or tablet devices, the AEC performance will degrade because of loudspeaker distortion,
microphone sensitivity variation, and audio input/output delay variation of the devices. The
issues of distortion and variations in level and delay are adequately addressed with the ADF,
ER, and DE techniques of the proposed AEC method. The ADF technique cancels out not
only linear but also nonlinear echoes that result from loudspeaker distortion. The ER
technique instantaneously tracks the residual echo level, which changes when the
microphone sensitivity varies, and suppresses the residual echo. The DE technique
sequentially calculates the pure delay resulting from both room echo and the buffer process

of audio input/output. These techniques are described in the remainder of this section.
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Figure 6.1. Block diagram depicting proposed AEC method developed for smartphone

and tablet devices.

6.2.1 Nonlinear ADF

The cascade adaptive filtering scheme [49] [50] is used in the proposed AEC method, in

which the adaptive hard clipping function is followed by the adaptive FIR filter. This scheme

can compensate for the nonlinear echo caused by the saturation effects due to the small

loudspeaker and/or poor amplifier.

The adaptive hard clipping function simulates the saturated loudspeaker output signal u(k)

as follows:
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a(k)  (x(k) > a(k))
u(k)=1 x(k)  (x(k)| < a(k)) (6.1)
—a(k) (x(k)<-a(k))

where a(k) denotes the nonnegative hard clipping threshold. The time domain signal u(k)
is transformed into the frequency domain signal U(®) and the frequency domain estimate

of the echo signal V() is efficiently calculated as
V(w)=W(o)U(w), (6.2)

where W(w) is the frequency domain FIR filter coefficient of each frequency bin.

The adaptive parameters a(n) and W(w) are updated for every discrete frame i as

follows:

a(k) < a(k)+ pha(k), (6.3)

W (w) < W(0)+ u E —[Y(0) - Aa(k)W (0)U' (0)], (6.4)

Q)
[U(@) |’

where

gz W (0)U' () Y(a))

) — real = U(@)

a(k) =real, - — | (6.5)
N gz W (0)U' ()

=

U'(®) denotes the frequency domain signal of du(n)/da(n), Y() is the frequency domain
output (or estimation error), ¢ is the number of all frequency bins, # is the adaptation step

size, y is the regularization parameter, and real[c] indicates the real value of c.
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Unlike the original cascade scheme [49] [50], the adaptive FIR filter is implemented in the
frequency domain [51] for the computational efficiency. To do this, the parameter updates
shown in Equations (6.3) and (6.4) are also differently formulated from those of the original
scheme in order to jointly estimate the time domain threshold parameter a(k) and the filter

coefficient of each frequency bin W(w) by commonly evaluating the frequency domain error

Y(w).

6.2.2 Instantaneous ER

The ER technique instantaneously estimates the residual echo level after separating the level
and the spectral structure from the residual echo. With this technique, it is assumed that only
the residual echo level is changed when the microphone sensitivity varies because the spectral
structure is maintained even if the echo path is changed [52]. Under this assumption, the
residual echo level can be estimated using not time but frequency spectral statistics, so the

level variation can be tracked in a short observation time. The power spectrum of residual

echo | 15, ()|’ can be derived by calculating the estimate of the residual echo level g, as

1D/ (0)=g,|H,,, (o) X, (o), (6.6)

where

0-1¢-
ZZY SO H, ()] X_, ()]

g ,= max A1, (6.7)

S S (A, (@)X, @)

q=0 =0

| H ,'n,i(a)) > is the estimated power frequency response of the residual echo path, Q is the

number of frames, and max| -] is the maximum value selection.
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6.2.3 Delay estimation

A block diagram of the DE technique is illustrated in Figure 6.2. This technique sequentially

calculates the pure delay resulting from both room echo and the buffer process. This

technique first calculates the segment echo-path transfer functions H (';J.(a)), o H ;ru(a))

by using a generalized cross correlation (GCC) method [53] consisting of a multi-delay filter

(MDF) [54] as follows:

r —H

X, (@) 0 0
: - 0 Z,(o)
Xy, (@) . Xj(o) :
. 0 : AV (2))
Hos() 0 0 X @]
c L ) , (6.8)
H, (o) Z(;X;(a))Xi(a))

where Z (w) indicates the frequency-domain microphone input signal, H is the complex
conjugate transposition, and L, and M, are the numbers of the multi-delay filters and delay
search frames, respectively. In the GCC method, the frame number i of H, (o)

corresponding to the initial increase in the echo-path response is considered as the pure delay.
The frame number that shows the pure delay is sent to the buffers, and the received signal is

adjusted for the ADF technique to maintain the delay size of the estimated echo path.
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Figure 6.2. Block diagram depicting proposed AEC method developed for smartphone

and tablet devices.

6.3 Prototype Overview

Photographs of a VoIP-phone prototype implemented with the proposed AEC method are
shown in Figure 6.3. This prototype is a mobile VoIP softphone built using peer-to-peer
(P2P) techniques and allows free VolP calls only between prototypes. This software is
implemented in the mobile operating system (OS) platform and some functions are optimized

for the power-efficient central processing unit (CPU). This software can also be used with
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three speech/audio codecs: ITU-T Recommendations G.711 [55], G.711.1 [56], and G.711.1
Annex D [57]. The sampling frequencies of these codecs are 8, 16, and 32 kHz, respectively.
The A/D and D/A converters are compatible with 8/16/32/44.1/48 kHz sampling. The frame-
shift size is 20 ms, the frame size for a FFT is 40 ms, and the signal delay of the software is
30 ms. The maximal filter tap length in the echo path modeling is 200 ms. This software
keeps memory consumption below 10 Mbytes, and the percentage of CPU usage is 10% or
less.

A block diagram of the proposed AEC method is shown in Figure 6.4. It consists of blocks
for the following components: sampling frequency switch (SFS), analysis filter (AF), loss
control (LC), synthesis filter (SF), sampling frequency converter (SFC), sound device
control, delay estimator, buffer, and acoustic echo controller.

The received speech signal from the decoder enters the AEC software, and its sampling
frequency is selected by the SFS according to the used codec. The signal after the SFS is split
into two or three sub-band signals by the AFs if the sampling frequency is more than 16 kHz.
The frequency ranges of the sub-band signals are 0—4, 48, and 8—16 kHz. These signals
undergo gain controls by the LC and are re-synthesized by the SFs. The sampling frequency
of the loudspeaker output is switched by the SFS. If the sampling frequency is set to 44.1 or
48 kHz, the 32-kHz sampling is converted into 44.1 or 48 kHz by the SFC. The sound device
control controls the sound buffers in the mobile device in order to play the far-end talker’s
voice through the loudspeaker and pick up the near-end talker’s voice with the microphone.

The sampling frequency of the microphone input signal is switched by the SFS, and the
signal is split into sub-band signals by the AFs. The sampling frequency is converted into 32
kHz if the sampling frequency of the microphone signal is 44.1 or 48 kHz.

The delay estimator estimates the delays of both acoustic echo and sound device control to
allow the acoustic echo canceller to work correctly. This controller is composed of an ADF
and ER, and cancels out the undesired echo. The signal after AEC undergoes the gain control
by the LC. The sub-band signals are re-synthesized by the SFs, the sampling frequency of
synthesis signal is selected by the SFS, and the output signal is sent to the encoder.
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6.4 Performance Evaluation

The echo cancellation performances of the proposed and conventional AEC methods were
compared in a practical environment using smartphone and tablet devices. The conventional
method is that in which the ADF and ER techniques were methods described in Chapter 5,
and the DE technique is not employed.

6.4.1 Test conditions

The echo cancellation performances of the proposed and conventional AEC methods were
compared in a practical environment using smartphone and tablet devices. The conventional
method is that in which the ADF and ER techniques were used, as described in Section 5.3,
without a DE technique. The arrangement of the smartphone/tablet device and sound source
is shown in Figure 6.5. The loudspeaker shown in this figure simulated the near-end talker
and background noise. The loudspeaker and microphone levels were as prescribed by ITU-T
Recommendation P.340 [58]. The tests were based on specific test signals as prescribed in
ITU-T Recommendation P.501 [59]. The following background noise types were used in the
tests: pink noise at a 20-dB signal-to-noise ratio (SNR) and office noise at a 15-dB SNR. The
reverberation time was set to 300 ms. Four smartphones (S-A, S-B, S-C, and S-D) and two

tablets (T-A and T-B) were used in the tests.
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Figure 6.5. Test arrangements for objective measurements.

6.4.2 Experimental Results

The signal-to-echo ratio (SER) was used as an evaluation metric of AEC performance. In the
tests, the SERs in single-talk and double-talk periods were evaluated. Single talk is a situation
where only the far-end speaker is talking. Double talk is a situation where both the near-end
and far-end speakers are talking concurrently. The SERs in the single-talk and double-talk

cases were computed using the following equations, respectively:

Z|§s(k)|2

ZIS(k)I

=0

SER i, =10log,, =2 and (6.9)

218 (0) [

D18k =54 (k) [?

SER ,, =10log,, (6.10)
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where & is the signal length; §(k) is the transmitted signal, and S (k) is the transmitted

signal observed when only the near-end speaker is talking.

These results are shown in Figures 6.6 to 6.11. Figures 6.6 to 6.8 are the single-talk cases
with and without background noise, and Figures 6.9 to 6.11 are double-talk cases with and
without background noise, respectively. The SNRs are 20 and 15 dB in the cases of the pink
and office noises, respectively. As these results indicate, the proposed AEC method
sufficiently suppressed the undesired acoustic echo compared with the conventional AEC
method in both the single-talk and double-talk periods irrespective of the types of devices
and background noise. Regarding the proposed AEC method, SERs of more than 40 and 20

dB were achieved in the single- talk and double-talk periods, respectively.
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6.5 Performance Evaluation

An AEC method for VoIP hands-free application on smartphones and tablets was proposed.
The proposed method can reduce the undesired acoustic echo and emphasize the target near-
end speech during the double-talk periods, irrespective of the smartphone and tablet models.
This method can estimate the non-linear acoustic echo caused by the loudspeaker distortion,
the instantaneous residual echo variation caused by the echo-path change, and the pure delay
resulting from both room echo and audio input/output buffers. This method was implemented
in a VoIP hands-free phone application used on the smartphones and tablets. The
experimental results demonstrated that the proposed method effectively reduces the
undesired echo on various smartphone/tablet models and performed better than the compared
conventional AEC method that does not consider the model-specific problems due to the

difference in the acoustic characteristics of individual devices.
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Chapter 7.
AENC for Videotelephony-Enabled
Personal Hands-Free IP Phone

7.1 Introduction

This chapter presents implementation and evaluation of a proposed AENC for personal
hands-free Video IP phones. This canceller has the following features: noise-robust
performance, low processing delay, and low computational complexity. The AENC employs
the ADF and NR methods that can effectively eliminate undesired acoustic echo and
background noise included in a microphone input signal even in a noisy environment. The
ADF method uses the step-size control approach according to the level of disturbance such
as background noise; it can minimize the effect of disturbance in the noisy environment. The
NR method estimates the noise level under an assumption that the noise amplitude spectrum
is constant in a short period, which cannot be applied to the amplitude spectrum of speech.
In addition, this chapter presents the method for decreasing the computational complexity of
the ADF process without increasing the processing delay to make the processing suitable for
real-time implementation. The experimental results demonstrate that the proposed AENC
suppresses the echo and noise sufficiently in the noisy environment; thus, resulting in the

natural-sounding speech.
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7.2 Specifications

An external view of a personal hands-free videophone prototype equipped with the AENC is
shown in Figure 7.1. This prototype is a wideband IP phone and can be used as a hands-free
phone. A block diagram of the audio processing part of the prototype is shown in Figure 7.2.
The circuit uses a fixed-point DSP. Specifications of the prototype are listed in Table 7.1.
The prototype includes an omni-directional microphone, a loudspeaker, and a DSP board.
All processing for the videophone are integrated into the single DSP; it exhibits a maximum
speed of 600 MHz and 148 kbytes of on-chip random access memory (RAM); Off-chip
memory has 128 Mbyte of synchronous dynamic RAM. These regions allocated to the AENC
are less than 30%.

The implemented AENC is a fixed-point DSP software; a part of the software uses
optimized assembly codes and dual multiple access channel (MAC) instructions. The dual
MAC may be recognized as the duplication of two single MAC:s; it reduces the computational
complexity of operation instructions such as the convolution and the complex arithmetic, and
efficiently uses load and store instructions. In addition, processor-integrated FFT and division
accelerators are also used. Most of these codes have been written from scratch when replacing
the floating-point operations with the fixed-point operations. The required specifications of
the AENC are as follows. The sampling frequency is 16 kHz and the frequency range is 100-
7000 Hz, which realize superior speech quality and voice naturalness compared to
narrowband speech of 300-3400 Hz used in conventional telephones. The processing frame
size is 10 ms and the processing delay is 40 ms. This low latency guarantees that the delay
will not cause degradation in an interactive conversation. The filter length of the ADF is 90
ms, the echo-reduction level is more than 35 dB, and the noise-reduction level is about 20

dB.
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Figure 7.1. External view of videophone prototype.
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Table 7.1. Specifications of videophone prototype

Item Description

Dimensions 242 mm (W) x 239 mm (D) % 102.4 mm (H)

Weight 1360 g

Display 7.0" TFT screen
Microphone Omni-directional condenser microphone
Loudspeaker Single-cone electrodynamic loudspeaker
Connectors Two USB interfaces (Type A)

Two Ethernet ports (RJ-45)
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7.3 System Description of AENC

A block diagram of the proposed AENC that employs the ADF and NR methods robust
against the noisy environment is shown in Figure 7.3. It consists of four blocks with the
following functions: ADF process, NR process, ER process, and variable-loss insertion
control (VLIC) [60] process. These processes are carried out in the frequency domain. In this
section, the detailed features of the ADF and NR processes are described first then the

outlines of the ER and VLIC processes are summarized.
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7.3.1 ADF process

A block diagram of the proposed ADF is shown in Figure 7.4. The received speech signal
x(k) from the far-end at a discrete time index & is picked up as an echo signal d(k) by the

microphone after passing through the room echo path, which has an impulse response

denoted as h L, = [(A,....h L, 1" . The microphone input signal y(k) is expressed as

(k) =d(k)+v(k),, (7.1)

where v(k) is the signal, called the outlier, which includes the near-end speech, background

noise, and so on.
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In the D/A converter, the received speech signal x(k) is stored as the received speech
vector X, (i) =[x(iM, —M, +1),....x(iM, )]", where i is the frame index and M, denotes

the buffer size of the signal. The microphone input signal is also stored as vector y ,, (i) with

length M, . The ADF calculates the echo-replica vector d M, (7) corresponding to vector

¥ », (i) and achieves block echo cancellation as

e, ()=y, ()-d, (), (7.2)
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where

x(iM, =M, +1) - x(GM,-M,-L,+2)| w
d, ()= : : : (7.3)
x(iM ) x(iM, — L, +1) w,

/

and e, (i) is a residual signal vector and is fed back to the ADF to update the filter
coefficients w,,---,w;,---, Wy, - The filter-coefficient update is based on a frequency-domain

adaptive filter algorithm [2] given by

(7.4)

where VI{((O), & ((0) and X, ((0) are the short-time Fourier transforms of the w;, e(k) and

x(k), respectively. Note that g is the step size, * denotes the conjugate and P[] is the

smoothing function [2].

The filter-coefficient accuracy becomes important when using the ADF process. Therefore,
an optimal value for the step size must be specified; its value affects the convergence speed,
steady state error, and stability. However, the optimal step size is time variant according to
outliers such as background noise. The filtering scheme of the robust ADF process adaptively
calculates the step size based on the Gaussian-Laplacian mixture assumption for the signals
normalized by the reference input signal amplitude [34] because the speech spectra have
Laplacian distributions but the normalized echo spectra tend to become Gaussian
distributions; the other hand the normalized unwanted outlier spectra have Laplacian
distributions regardless of types of outliers. Therefore, the Gaussian-Laplacian mixture
assumption is suitable for modeling many actual situations in the telecommunications. The

step size is calculated as follows:
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p=c-¥ 5@ o) [X(@) (7.5)
‘Xl.(a)) A, e (a))‘+5 ‘
where
_||p| if|p| <,
(bt )= {bm otherwise’ (7.6)

o 1s a design parameter to control a step size, and J is a stability parameter. o, denotes a

standard deviation of the following Gaussian distribution model,

Gaussian(Rl. (a))) = e % (7.7)

270

where R (o) is the residual echo spectra normalized by ‘Xl (a))‘ . A, denotes a

hyperparameter in the following Laplacian distribution model,

1 (@),
A
e 7.8
52 (7.8)

(2]

Laplacian ( f (a))) =

where 7, ((0) is an unwanted outlier spectra normalized by ‘Xl (a))‘ Note that R, (a)) and

V. (a)) have the following relationship,

20 _ g ()47, (@), (7.9)
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The normalized residual echo spectra are estimated by the maximum a posteriori (MAP)

estimate maximizing the posteriori probability p(Rl.(a)) é‘[(a))‘X l.(a))‘_l) , and used to

derive the optimal step size in Equation (7.5). The optimal step size is regarded as optimal
on the assumption that the normalized residual echo and outlier components in the error
signal can be represented by Gaussian and Laplacian distributions, respectively. This
approach steadily decreases the prediction error of the filter coefficients and improves
adaption in non-stationary and noisy environments.

The ADF normally requires the calculation of filter coefficients in a long vector length,

L, +M, samples per frame, to calculate echo-replica vectors. On the other hand, to achieve

cost-effective processing, the proposed ADF makes effective use of two buffer delays caused
by A/D and D/A converters and reduces the vector length required to calculate the filter. This

method focuses on these two buffers x,, (i-2), x,, (i—1) from the far-end receive side

arriving late at the near-end send side; thereby, the two-frame-future echo can be reasonably

foreseeable using these two buffer delays. The proposed ADF calculates not only the present
echo replica vector d w, () but also future echo-replica vectors d u, (+1) and d w, (+2)
simultaneously.

A concatenated received speech vector x L, +3M, (7) is obtained by connecting it with the

past frames as follows: X; 3,/ () =[x(iM, - L, =3M, +1),...,x(iM, )17, where the length of

X, .3, (i) is L, +3M, . The corresponding echo-replica vector d 1,431, (1), including the last

3M, elements, is composed of three echo-replica vectors as follows:

¢, (i)

; : d,, (@)
dL/,+3M,](l): aM G+ |

d, (i+2)

(7.10)

where &Mb @), d u,(i+1), and d w, (i +2) correspond to the microphone input signal frames
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Yu,(D) > ¥, (i+1), and y, (i+2), respectively, and L, x1 vector c, (7) is unimportant
because it is not used here. Thus, by waiting for y,, (i +2) until the (i +2) -th frame, the

concatenated error vector

0,
ey, (@)
e, ((+1)
e, (i+2)

(7.11)

€, 43m, )=

is obtained.

The conventional ADF updates and convolves the filter coefficients for each one frame
time for obtaining the echo-replica vector. On the other hand, the proposed ADF can
decentralize the filter update and convolution processes at different frame times because the
echo-replica vectors are calculated only once every three frames. As a result, the calculation

complexity of the ADF process was reduced without increasing the processing delay.

7.3.2 NR process

A block diagram of the proposed NR process is shown in Figure 7.5. This method assumes

that noisy speech z(k) consists of clean speech s(k) and background noise n(k).Let Z,(®),

S/ (w), and N,(®) denote the short-time Fourier transforms of the z(k), s(k), and n(k),
respectively. In achieving NR based on STSA estimation, the short-time Fourier transform of

the clean speech is estimated by Z () multiplied by a gain G,(®) in the frequency domain

as follows:

S() = G()Z (o), (7.12)

where Si (w) is the estimate of S;(w). The Wiener-filtering-based [22] gain is calculated as
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Figure 7.5. Block diagram of NR process.

| Z(0) [ —E[| N,(0) ']

G. -
(@) Z ()]

: (7.13)

where EJ]| Ni(a)) '] is the estimate of the noise level E[| N.(®)|’]. The noise level can be

defined as follows:
E[|N,(0)|"1=1,(®)-E[| Z,(@) '], (7.14)
where 77,(®) is a noise ratio defined by

_E[N, ()]

" = Z @

(7.15)
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This study introduces a method for directly estimating the noise level from microphone
input level E[|Z,(@)[’], even during speech periods, by estimating the noise ratio [17].
However, the noise ratio cannot be estimated directly. Therefore, this method uses different

variances of speech and noise signals. If the noise power | N,(@)|* stays stationary whereas

the speech power | S,(w)[* is non-stationary for a finite period, the following assumptions

hold:
(E[| N,(@) D) = E[| N,(@) '], (7.16)
(E[|S,(@) [1)* << E[| S, (@) [], (7.17)
i.c., the noise level E[| N,()[*] can be approximated by
(E[| Z,(®) ) = E[| N,(0) [']. (7.18)

This method estimates the noise ratio using these assumptions as

(E1Z,@)]) } (719

e
(@) { I Z,(@)]

where O[] denotes the noise-ratio-emphasis function designed to bring the noise ratio closer

to zero or one defined by:

1 if 4<0.8
B[A]=11.66674—-0.3334 if02<A<0.8 (7.20)
0 otherwise
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This emphasis reduces the estimation error of the noise ratio caused by a small margin of
errors in the assumptions of Equations (7.16) and (7.17).
The new NR process can estimate noise level accurately, even during speech periods, and

maintains natural near-end speech.

7.3.3 ER and VLIC processes

The ER process is based on the STSA estimation and suppresses the residual echo of the
ADF by multiplying echo-reduction gains in the frequency domain. The ER process consists

of an acoustic-coupling level (ACL) estimator, an echo-level estimator, and a gain calculator.
The ACL estimator calculate the echo-path power spectrum, |ﬁ (@)]’, based on a cross-
spectrum method in Chapter 5. The echo level estimator calculates the amount of residual
echo, ][)l(a)) I, by multiplying the reference signal by the estimate ]ﬁl(w) >. The gain
calculator determines the echo-reduction gains, G, (@), which have to be calculated in a short

period under nonstationary speech conditions as follows:

|S,(@) " —7,(@)| D, ()

G. = ~
() 5. (0)F

(7.21)

where

HGING
Pl D@ ]

T.(w) =

1

(7.22)

The gain calculator is designed to calculate the echo-reduction gains on the assumption that
a slight correlation between echo and near-end speech signals remains in short-period
processing; Equation (7.19) is a simplified equation for the proposed technique in Chapter 3.

An advantage of adopting this strategy is the ability to calculate the echo-reduction gains
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with high accuracy even in a short period, which contributes to sufficiently suppress the
residual echo by the ER process resulting in natural near-end speech.

The VLIC process is used for howling cancellation. When the ACL is above 0 dB, the echo
canceller begins howling immediately after it is turned on because there is no prior training.
To prevent howling, variable losses are inserted into the system. When the far-end speech
level is higher than the near-end speech level, the loss is inserted into the send side. On the
contrary, when the near-end speech level is higher than the far-end speech level, the loss is
inserted into the received side. The loss-insertion level is determined from the ACL. The
variable-loss insertion also applies different losses to each frequency component to decrease

the loss margin [61].

7.4 Performance Evaluation

The performance of the new AENC was evaluated using the objective assessment methods.
The sampling frequency of test signals was 16 kHz and their frequency range was 100-7000

Hz. The room reverberation time was about 300 ms.

7.4.1 Complexity evaluation of ADF process

The optimal step-size control schemes are often proposed as the robust frequency domain
ADF methods [34] [35] [36]. In this study, the algorithm that can achieve the low
computational complexity while maintaining the robustness of these schemes was added to
these schemes. This complexity reduction algorithm makes effective use of buffer delays
caused by A/D and D/A converters, as described in Section 7.3.1. This study compared a
difference in the computational complexity caused by the presence or absence of the
complexity reduction algorithm. To keep the comparison fair, same level of optimization was
applied both to the codes with and without the complexity reduction algorithm. The
computational complexity was evaluated by measuring the processing speed by using a

commercial 2.8-GHz CPU. In fact, this is a different processor from the target processor thus
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the evaluation results could only be used to compare the methods. The test used a speech
signal whose duration was 60 s. The experiment showed that the required processing time of
the ADF with the complexity reduction algorithm was approximately 0.8 s and the required
processing time of the ADF without its algorithm was approximately 2.5 s. These results
suggest that the computational complexity was reduced to about 1/3 by using the complexity

reduction algorithm.

7.4.2 Performance evaluation of NR process

To evaluate the performance of the proposed NR method, described in Section 7.3.2, noise
reduction rates (NRRs) [62] for various types of noise, i.e. the airport, lobby and office noises,
were calculated. The noise signals were selected from an environmental noise database of
NTT Advanced Technology Corporation [63]. The SNR between the speech and background
noise signals was about 6 dB. Voices of five males and five females were employed as the
speech signals; these signals were recorded based on international standards ITU-T
Recommendation P.800 [64]. The ordinary noise-level estimation method [31] that has
almost the same complexity as that of the proposed method was used as the conventional
method for the performance evaluation. The computational complexities of the conventional
and proposed methods, which were measured under the same test condition as stated in
Section 7.4.1, were approximately 0.1 s and 0.12 s, respectively. Likewise, these evaluation
results could only be used to compare the methods because the processor used was different
from the target processor. These satisfy the requirements of the casing size and DSP-chip
performance on videophones. The comparison results of the NR performance are shown in
Table 7.2. As shown in the table, NRR of the proposed method outperformed the

conventional methods for all cases.
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Table 7.2. Comparison by NRR

Noise Type Conventional Proposed
Airport noise 6.31 dB 6.64 dB
Lobby noise 5.58dB 6.31 dB
Office noise 8.09 dB 8.22dB

7.4.3 Comparison of noise-level estimation accuracy

This study verified the effects of the combination of the ADF process with the noise robust
step-size control and the noise-level estimation. The received and near-end speech signals
were male and female English speeches, respectively. The background noise used in the
experiment was a white noise. The microphone input signal included the echo, near-end
speech, and background noise. The noise-level estimation accuracy was calculated from a
segmental SNR of the target noise level and the estimated noise level.

The comparison results of the noise-level estimation accuracy are shown in Table 7.3. The
estimation accuracy was evaluated in both a single-talk situation (when the microphone picks
up only the echo and the background noise) and a double-talk situation. “NR only” denotes
that the ADF process was omitted. “Conventional ADF + NR” is the combination of the
conventional ADF and NR processes; the conventional ADF calculates the step size based
on the ordinary Gaussian-Gaussian mixture assumption [65]. “Proposed ADF + NR” is the
combination of the ADF process with the noise robust step-size control and NR process. As
Table 7.3 indicates, the noise-level estimation accuracy was improved by combining the
proposed ADF process with the NR process compared with “NR only” and “Conventional
ADF + NR”. A better score was observed in both the single-talk and double-talk situations

by combining the proposed ADF process.
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Table 7.3. Comparison of noise-level estimation accuracy

Category Single-Talk Situation Double-Talk Situation
NR only 12.63 dB 10.91 dB
Conventional ADF + NR 14.23 dB 11.90 dB
Proposed ADF + NR 14.41 dB 12.05 dB

7.4.4 Overall performance test

Finally, the overall performance of the proposed AENC was experimentally evaluated using
measured data. The experimental arrangement conformed to ITU-T Recommendation P.340
[58]. The experimental conditions of the received and near-end speech signals included four
different patterns consisting of the combinations: male-female, female-male, male-male and
female-female. The language used in this test was Japanese.

Figures 7.6 and 7.7 show an example of the received and near-end speech signals. The
microphone input signal is shown in Figure 7.8. During the entire measuring period, the
microphone always picked up background noise. The figure also shows period A, which
represents a single-talk situation, and period B, which represents a double-talk situation,
where the microphone picks up the echo, near-end speech, and background noise. The back
ground noise used in the experiment is the air conditioning noise shown in Figure 7.9. The
send signal after the AENC is shown in Figure 7.10. This figure shows that the proposed
AENC effectively suppresses echo and background noise and the near-end speech signal is
hardly distorted.

The performance of the proposed AENC during the single-talk situation was evaluated
using the echo suppressing level (ESL) and the noise suppressing level (NSL), respectively.
These objective evaluation values were calculated from the difference of the signal levels
before and after processing during the single-talk situation. The average ESL across the four
speaker combination patterns was about 33 dB and the average of the NSL was about 20 dB,

respectively.
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The performance of the AENC during the double-talk situation was evaluated using the
perceptual evaluation of speech quality (PESQ) [66]. The PESQ calculates the distance
between the near-end speech signal and the send signal, and obtains a prediction value of the
subjective mean opinion score (MOS) as the PESQ score. The PESQ score is mapped from
1.0 (worst) up to 4.5 (best). The averages of PESQ score of the microphone input and send
signals were 1.14 points and 1.88 points, respectively. These results show that the PESQ
score was improved by suppressing echo and background noise while maintaining the quality
of the near-end speech.

The overall performances of the proposed AENC under various noise conditions are
summarized in Table 7.4. The results are averages across different speakers. The received
and near-end speech signals are used by four different patterns consisting of the
combinations: male-female, female-male, male-male and female-female; the language is
Japanese. Three background noise signals, namely airport, lobby and office noises, were
selected from the environmental noise database [63]. The SNR between the near-end speech
and background noise signals was about 15 dB. The table shows that the proposed method
sufficiently suppressed the echo and background noise irrespective of the noise type while

keeping the near-end speech to be natural-sounding.
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Table 7.4. Overall performance of proposed AENC

Noise Type ESL NSL PESQ
Airport Noise 30.14 dB 20.68 dB 1.75 points
Lobby Noise 32.98 dB 20.39dB 1.60 points
Office Noise 34.25 dB 21.07 dB 1.87 points
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7.5 Conclusion

This study implemented a robust frequency domain ADF method that uses a normalized
residual echo enhancement; the filter calculation is based on the Gaussian-Laplacian mixture
assumption for the signals normalized by the reference input signal amplitude; this method
provides an optimal step-size control scheme for acoustic echo cancellation in a noisy
environment. In addition, to reduce the computational complexity of the ADF, a three-frame
echo replica is calculated at the same time without increasing the processing delay. This study
also introduced a new NR method that can emphasize the target near-end speech with low
degradation. This method estimates the noise level for each frequency bin in the signal
whether or not the background noise is superimposed by the speech. The proposed AENC
was implemented in a hands-free videophone prototype. The experiments were conducted
with the prototype and demonstrated that the proposed method suppresses undesired echo

and noise, resulting in natural-sounding near-end speech.
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Chapter 8.

Conclusions

This dissertation focused on the robustness against the double talk for the acoustic echo
canceller (AEC) and introduced high-performance acoustic echo control algorithms to
improve the quality of telecommunication systems.

On the acoustic echo control strategy, the development of the double-talk-robust echo
reduction (ER) process was one of the main targets. This study could develop the novel ER
process robust against the double talk in the estimations of the echo-path power spectrum,
the echo-reduction gain, and the late echo components. The echo-path power spectrum
estimation algorithm was an echo-path-change robust algorithm that estimates the echo-path
power spectrum in time and frequency spectral domains; this algorithm could achieved the
high tracking performance and accuracy of the echo-path power spectrum. The echo-
reduction gain estimation algorithm was a novel estimation algorithm that solves a least mean
square error of the Wiener filtering (WF) method while taking into account the cross-spectral
term of the signals; thereby, this algorithm obtained a better echo-reduction gain than that of
the conventional WF method. The late echo component estimation algorithm was a novel
estimation algorithm that accurately estimated the echo power spectrum corresponding to the
early impulse response and the late echo components resulting from reverberation beyond a
length of fast Fourier transform (FFT) block; this algorithm estimated the echo power
spectrum by assuming a finite nonnegative convolution model.

This study developed the AEC devices and the application software where the proposed

estimation algorithms of the echo-path power spectrum and the echo-reduction gain were
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implemented. The developed AEC unit was combined with a videoconferencing system and
used in hands-free telecommunication; its frequency band of the audio signal in this AEC
unit was supported up to compact disc (CD)-quality, i.e. 20-kHz wideband and delivered
natural-sounding speech. The developed software for voice over internet protocol (VolP)
hands-free phone application on smartphone and tablet devices automatically could tailor its
performance to the acoustic characteristics of individual smartphone and tablet devices, and
reduced the influence due to the difference in the acoustic characteristics of individual
devices. The developed video phone employed the noise-robust adaptive filter (ADF) and
noise reduction (NR) processes and could maintain the acoustic echo and noise cancelling
performance in a noisy environment such as the open-plan office.

Future works include the following interesting studies. The concept of the double-talk
robust ER process can be extend to multi-channel algorithm such as stereo AEC. Influence
of disturbance such as the near-end speech on the estimation accuracy of the echo power
spectrum may be investigated more analytically by specifying statistical models of the signal.
The problem of the residual echo power estimation may be extended as the estimation
problem of the optimal solution including nonlinear components such as the loudspeaker

distortion by using reasonable approximations.
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