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Abstract

Short-time Fourier transform (STFT) is one of the most powerful techniques for speech signal

processing. It decomposes a signal into a complex spectrogram, which can be further separated

into the amplitude and phase spectrograms. In contrast to the amplitude spectrogram that directly

exhibits a meaningful structure, the phase spectrogram only displays a fuzzy pattern due to the

wrapping issue. This leads to difficulty in interpreting or extracting useful information from the

phase spectrum. However, numerous studies have highlighted the significance of the phase in

signal processing, particularly its role in generating high-quality time-domain signals. Motivated

by this, the objective of this thesis is to address two key aspects of phase processing: exploring

the hidden information within the phase and developing techniques for phase reconstruction.

Extracting useful information from the phase becomes problematic due to the wrapping

issue, which obscures its underlying structure. To tackle this issue, one solution is to transform

the phase into alternative representations. This thesis studies several phase-based features,

including instantaneous frequency (IF), group delay (GD), IF deviation, relative phase shift, and

phase distortion, which have been conventionally used. Additionally, two novel phase-based

features, namely derivative of IF and inter-frequency phase difference (IFPD), are introduced

and their properties are investigated.

The phase reconstruction is challenging due to the phase sensitivity to the waveform shift

and wrapping issue. To mitigate these problems, two-stage approaches indirectly estimate the

phase through phase derivatives, i.e., IF and GD. In the first stage, the IF and GD are estimated

from the amplitude using deep neural networks (DNNs), and then in the second stage, the phase

is reconstructed by maintaining the IF/GD information. Conventional methods for the second

stage do not consider the importance of high-amplitude time–frequency bins, e.g., the least

squares-based method, or lack a solid model, e.g., the average-based method. To address these
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limitations, this thesis proposes improvements to the second stage of two-stage algorithms by

using the von Mises distribution-based maximum likelihood and weighted least squares. This

thesis also provides theoretical discussions for the phase reconstruction, including investigations

of the properties of the GD and roles of the IF/GD information in the inverse STFT. Subjective

and objective experiments are conducted to compare the performances of our proposed and

conventional methods. The results confirm that the proposed method using the IFPD performs

better than other methods for all metrics.

Many phase reconstruction algorithms, including the two-stage algorithms, require iteration

of future frame information to estimate the current-frame phase, which may only be feasible

offline. In various applications, such as incremental text-to-speech, there is a demand for online

phase reconstruction. Among the phase reconstruction approaches, the DNN-based methods

show promise as they can be easily adapted for online applications by using a causal model.

However, conventional DNN-based methods do not take into account the distinct properties of

the phase at different time–frequency bins, which may lead to limitations in training the DNNs.

To address this, this thesis proposes loss functions for phase reconstruction that incorporate

frequency-specific and amplitude weights to distinguish the importance of phase elements based

on their properties. The IFPD is also used to improve the phase connections along the frequency.

To improve the generalization, this thesis augments the data by randomly shifting the signals

in the time domain for each epoch during training. Experimental results show the superior

performance of the proposed methods compared to conventional DNN-based and non-DNN

online phase reconstruction methods.
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Chapter 1

Introduction

1.1 Background

Short-time Fourier transform (STFT) is one of the most powerful techniques for speech signal

processing. The Fourier transform decomposes a signal into sinusoids, producing complex-

valued spectral coefficients represented in terms of their amplitudes and phases. The term

"short-time" means we divide a longer time signal into shorter segments and then compute

the Fourier transform on each segment. In contrast to the amplitude spectrogram that directly

exhibits a meaningful structure, the phase spectrogram, only displays a fuzzy pattern. That is due

to the phase wrapping issue that the phase value is limited in its principal values. This leads to

difficulty in interpreting or extracting useful information from the phase spectrum. Furthermore,

previous studies also demonstrated the unimportance of the phase. Helmholtz [1] concluded

from the experiments that human ears are insensitive to the phase. Wang and Lim [2] reported that

improving the accuracy of the spectral phase is not critical for the speech enhancement if the phase

estimate is used to reconstruct speech by combining it with an independently estimated magnitude

or to reconstruct speech using the phase-only signal reconstruction algorithm. Vary [3] argued

that “If the magnitude is estimated correctly with a sufficient spectral resolution, no speech

degradation is to be perceived as long as the local signal-to-noise ratios (SNRs) are at least about

6 dB." As a consequence, the amplitude spectrum has been studied extensively while not many

efforts were dedicated to the phase spectrum for a long time in the past.

However, there were also studies opposing these assumptions about the uselessness of the
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phase. Bilsen [4] showed that the phase changes influence the pitch perceptibility. Plomp

and Steeneken [5] presented the effect of the phase on the timbre of complex tones. Paliwal

et al. demonstrated the usefulness of the phase spectrum in speech signal processing [6] and

human speech perception [7]. Recently, phase processing, especially phase reconstruction, has

gained considerable attention [8–17] in the short-time Fourier transform (STFT)-based audio

processing area. The information extracted from the phase can be combined with the amplitude

information as inputs for the DNN models to improve their performances [18–21]. As a target

to estimate, the phase reconstructed using the amplitude and observed noisy/mixed phase has

been demonstrated to be useful in many applications including source separation [22–24] and

speech enhancement [25–27]. In other contexts, when the amplitude spectrogram is artificially

constructed (e.g., time-scale modification [28], speech synthesis [29–31], and audio restoration

[32]), the observed phase does not exist, and the phase reconstruction has to be done using only

the amplitude information.

Most former phase reconstruction approaches rely on the consistency property of the STFT,

which originates from the redundancy of the information caused by the overlap of analysis

windows. The approach proposed by Griffin and Lim [28] is the most well-known, which

iteratively updates the phase estimate using the STFT and inverse STFT (ISTFT) while holding

the amplitude information. Alternatively, [33] explicitly defines an inconsistency criterion and

minimizes it with simplifications. Although yielding relatively good results, consistency-based

approaches have several drawbacks; the whole amplitude spectrogram is required for each

iteration, the convergence can be slow, and the reconstructed signals may contain artifacts such

as echo or reverberation. Other phase reconstruction approaches based on signal modeling,

including harmonic modeling, have been reported to achieve higher performance with a lower

complexity in comparison with consistency-based approaches in various applications [24–27,

32]. More recently, iterative algorithms use alternating direction method of multipliers [34]

and direction map [35] to improve the reconstruction quality and convergence rate. In a non-

iterative manner, [36] utilizes the direct relationship between the logarithm of the amplitude and

partial derivatives of the phase of the un-sampled STFT with respect to the Gaussian window.

Additional features, such as instantaneous frequency (IF) [37] and group delay (GD) [38], have

also been used to assist the phase reconstruction [39,40]. Other approaches [22,23,41,42] model

the phase by using deep neural networks (DNNs) to further benefit from the prior knowledge of
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the target signals.

One difficulty with DNN-based phase reconstruction is the wrapping issue. As the phase

is wrapped in the range of (−π, π], the conventional loss functions for regression, e.g., mean

squared errors, become inefficient as they do not handle the periodicity. A solution for the

wrapping issue is to use the von Mises distribution, which is a circular distribution. [43] and [44]

are among the first studies to model the phase using the von Mises distribution for deriving a

joint estimator of the amplitude and phase. Later, by using the same distribution, [41] proposed

a cosine loss function for DNN-based phase estimation. Other approaches to deal with the

wrapping issue are to cast the phase-regression problem into a classification problem of the

quantized version of the phase [22, 23] or estimate the real and imaginary parts of the complex

spectrogram instead of its amplitude and phase [45,46]. However, there are also other problems

for modeling the phase using DNNs, including the phase sensitivity to the waveform shift, i.e.,

only a small shift in the time domain can lead to a significant change in the phase spectrogram,

especially at high frequencies. Another problem is sign indetermination [47], i.e., the STFTs of

two signals x(n) and −x(n) have the same amplitudes but different phases. In other words, a

given amplitude spectrogram may be consistent with both phase spectrograms Φ and Φ + 1π,

where 1 is an all-one matrix. The Φ and Φ + 1π usually yield very different values for most

phase reconstruction loss functions; they are even opposite for the cosine loss function proposed

in [41].

Rather than directly handling the phase, an alternative approach is to turn it into other rep-

resentations using techniques such as differentiating or utilizing the phase distribution. Several

alternative representations have been proposed and illustrated to display the useful information

of the signal. They include the GD [38], IF [37], phase variance [48], phase distortion (PD) [49],

relative phase shift (RPS) [50], and baseband phase difference [51]. To extract more informa-

tion, several modifications of the IF and the GD have been proposed such as GD deviation [52],

modified GD [38], IF deviation (IFD) [53], and IF density [54]. Each representation has its own

strengths in different applications.
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1.2 Objective

The aim of this thesis is to exploit the usefulness of phase-based features and develop DNN-based

phase reconstruction algorithms.

In particular, this thesis reviews conventional phase-based features and proposes two new

phase-based features, i.e., derivative of instantaneous frequency (DIF) and inter-frequency phase

difference (IFPD). The DIF uses the derivative operation to reduce the wrapping issue, thereby

revealing the useful structure of the phase. Meanwhile, the IFPD represents the phase relation-

ships along the frequency, which is useful for phase reconstruction.

In addition to the phase features, this thesis develops phase reconstruction algorithms in two

settings: offline and online. For the offline setting, this thesis focuses on the two-stage algorithms.

In the first stage, the phase features are reconstructed from the amplitude. This thesis proposes

several approaches for the second stage to reconstruct the phase from the phase features. These

approaches include the weighted least squares method and maximum likelihood (ML) using

Newton’s method and coordinate descent. Several theoretical discussions/comparisons of the

methods are also included.

For the online setting of phase reconstruction, the phase is directly reconstructed from the

amplitude using a causal DNN model. This thesis introduces several improvements to the

training process to enhance the results, including using a data augmentation scheme and a

weighted loss function. Specifically, this thesis augments the training data by randomly shifting

the signals in the time domain before calculating the STFT for each training epoch, based on

the sensitivity property of the phase. For the loss function, the phase is modeled by the von

Mises mixture model to reduce the sign indetermination problem, the amplitude is utilized as

weights to separate the importance of phase elements at various time–frequency (TF) bins, and

the phase features are used to improve the relationship of phase elements.

1.3 Organization

The remaining of this thesis is organized as follows.

Chapter 2 is dedicated to investigating the phase-based features. This chapter begins by

establishing the notation and formulation. Subsequently, it provides a review on the conventional
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phase-based features, such as IF, GD, IFD, RPS, and PD. In addition, two novel phase-based

features, the DIF and IFPD, are introduced and their properties are investigated.

In Chapter 3, the focus is on the two-stage phase reconstruction algorithms in an offline

setting. The chapter reviews conventional methods used in the second stage, which are the least

squares (LS)-based and circular average-based methods. Following that, theoretical discussions

are presented, including the GD analysis/normalization and an examination of the IF and GD

information in the phase reconstruction. On the basis of these analyses, this thesis introduces the

proposed methods for the second stage. The performance of the proposed methods are verified

through subjective and objective experiments.

The online phase reconstruction is presented in Chapter 4. Upon examining the conventional

method for DNN-based phase reconstruction, this thesis proposes new loss functions and the

data augmentation methods to enhance the training process. Experiments are then conducted to

confirm the efficacy of the proposed methods compared to the conventional methods.

Finally, Chapter 5 concludes this thesis and outlines future work.
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Chapter 2

Phase-based features

This chapter presents alternative representations of the phase. Before going to the details of the

phase representations, we define some notations and formulations. Let x(n) be a signal in the

time domain, where n is the time sample index. The STFT of x(n) is defined as

Xk,ℓ =
N−1∑
n=0

w(n)x(n+ ℓR)e−j2πkn/N , (2.1)

where ℓ ∈ {0, . . . , L− 1} is the frame index, k ∈ {0, . . . , K − 1} is the frequency bin index,

and R and N are the window shift and number of Discrete Fourier transform (DFT) points,

respectively. The window length is denoted as M . The STFT phase and amplitude are then

denoted as Φk,ℓ = ∠Xk,ℓ and |Xk,ℓ|, respectively, where ∠ is the angle operator. The wrapping

function mapping a value into the principal range of (−π, π] is denoted as P(·).

In the following, conventional phase-based features, i.e., the IF, GD, IFD, RPS, and PD, are

reviewed in Section 2.1, and the proposed features, DIF and IFPD, are described in Section 2.2.

Fig. 2.1 shows an example of these phase-based features of a speech sample.

2.1 Conventional phase-based features

2.1.1 Instantaneous frequency and group delay

Among the features, the dual representations playing a major role in phase-based feature ex-

traction are the IF and the GD. IF is defined as the derivative of the phase with respect to time,

7
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Figure 2.1: Example of phase-based features. STFT is calculated using Hann window with

32-ms length, 8-ms shift, and 512-point DFT. Sampling rate is 16 kHz.

which can be estimated by the phase difference as

Vk,ℓ = P(Φk,ℓ+1 − Φk,ℓ). (2.2)

Similarly, GD, which is a negative frequency derivative of the phase, can be calculated as

Uk,ℓ = P(Φk,ℓ − Φk+1,ℓ). (2.3)

By differentiating the phase, the effect of the wrapping issue can be reduced, thereby revealing

the harmonic structure of the speech signal, as illustrated in Fig. 2.1(c) and (d). The IF and the

GD have been reported to be useful in formant extraction [55,56], speaker identification [57,58],

source separation [59], speech segmentation [60], and so forth.
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2.1.2 IF deviation

By utilizing the relationship between the IF and the frequency bins, Stark et al. [53] proposed a

modification of the IF, called IF deviation, as

IFDk,n = P(Vk,n − Ωk), (2.4)

where Ωk represents the normalized frequency at bin k. The proposed formula above is for the

STFT with the window shift of 1 sample. For the window shift of R samples, it becomes

IFDk,ℓ = P
(
Vk,ℓ −RΩk

R

)
. (2.5)

Fig. 2.1(e) shows the IFD spectrogram. We can see that the harmonic frequencies are shown as

the thin bright lines, which better exhibit the harmonic structure of the signal compared to the

IF spectrogram.

2.1.3 Relative phase shift

By assuming a harmonic model on the speech signal, [50] proposed a representation for harmonic

phase information called RPS as

RPSh
ℓ = Φh

ℓ − hΦ1
ℓ , (2.6)

where h is the index of the hth harmonic component and Φh
ℓ is its phase at frame ℓ. In [61], the

phase of the hth harmonic component can be decomposed into a sum of the source shape, the

linear phase, and the phase of the vocal tract filter. The RPS calculation discards the linear phase

terms in the harmonic phase. The remaining terms can be assumed to change smoothly along

time, thereby reducing the phase wrapping issue and displaying useful information as illustrated

in Fig. 2.1(f).

2.1.4 Phase distortion

The phase distortion [49] is a variation of the relative phase shift. The relative phase shift

calculation still contains the harmonic number h. However, h depends on the harmonic structure,

which relies on the fundamental frequency and harmonicity property of the model. In addition,

the variance of the RPS will increase as h increases. To solve these problems, the phase distortion
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is defined as the difference between two consecutive relative phase shifts as

PDh
ℓ = RPSh+1

ℓ − RPSh
ℓ

= Φh+1
ℓ − Φh

ℓ − Φ1
ℓ .

(2.7)

The PD measures the desynchronization between sinusoidal components of the voice source as

shown in Fig. 2.1(g).

2.2 Proposed phase-based features

2.2.1 Derivative of instantaneous frequency

In order to track the change of the IF along the frequency, this thesis defines the DIF as the

derivative of the IF with respect to frequency. In other words, the DIF is the second order mixed

partial derivative of the phase; therefore, it is also the negative time derivative of the GD. We

can calculate the DIF from either the IF or the GD as

DIFk,ℓ = P (Vk+1,ℓ − Vk,ℓ)

= P (Uk,ℓ − Uk,ℓ+1) .
(2.8)

Figure 2.1(h) depicts the DIF spectrogram. We can see that the DIF shows a clear harmonic

structure corresponding to the amplitude spectrogram. Because the phase contains information

about the frequency, by differentiating, we can reduce the influence of the wrapping issue,

thereby revealing information about the periodic segments, i.e., the voiced speech. However,

for the same reason, the DIF cannot show much information about the non-periodic segments

like the unvoiced speech. The unvoiced-speech segment in Fig. 2.1(h) (from 0.4 to 0.5 seconds)

looks similar to the non-speech segment (from 0.0 to 0.2 seconds), even though we can easily

distinguish them in the amplitude spectrogram.

Figure 2.2 compares the distributions of the DIF and the raw phase in the speech and

non-speech segments. In both segments, the raw phase has a uniform distribution with the

values spread from −π to π. The values of the DIF concentrate around zero. In the non-speech

segment, the DIF distribution peaks at a positive value, while in the speech segment, it has a high

peak at zero. It demonstrates that the DIF has different distributions in speech and non-speech

segments, although the raw-phase distributions at those segments seem to be indistinguishable.

This property can be useful for the voice activity detection application.
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Figure 2.2: Comparison of the estimated distributions of the DIF and the raw phase in

speech/non-speech segments.

2.2.2 Inter-frequency phase difference

As a phase difference between two consecutive TF bins, the GD only represents local relation-

ships of the phase. However, all TF bins in the same frame are interdependent because each

of them depends on all the underlying components of the signal. For those reasons, to better

represent the phase relationships along frequency, this thesis generalizes the calculation of the

GD to the phase difference between two frequency bins with the frequency hop of i bins. The

IFPD is defined as

U
(i)
k,ℓ = P(Φk,ℓ − Φk+i,ℓ). (2.9)

For i = 1, U (i)
k,ℓ is identical to Uk,ℓ. It is worth noting that the subtraction operation in the GD

calculation is an estimation of the phase derivative, while for the IFPD, it is merely the phase

difference between two frequency bins. For the frequency hops smaller than the main-lobe

width of the window function, the IFPD has similar properties to the GD in that its value at

the strong components is close to zero. For larger frequency hops, the IFPD may capture the

phase difference between two harmonic components if the hop is close to the multiple of the

fundamental frequency. This property relates to the RPS and PD described above, which also

reflect the phase relationships between harmonic components. However, the calculation of these
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Figure 2.3: Example of IFPD of speech signal with various frequency hops i. STFT is calculated

using Hamming window with 32-ms length, 4-ms shift, and 512-point DFT. Sampling rate is

16 kHz.

features relies on the estimation of the fundamental frequency and harmonic model, while the

IFPD is literally based on the DFT. An example of the IFPD of a speech signal with the frequency

hop varying from 1 to 8 bins is shown in Fig. 2.3.

To illustrate how the IFPD captures the phase difference between harmonic components, we

analyze the example of the IFPD in Fig. 2.3. Let us represent two harmonic components by

sinusoids as

x1(n) = A1 cos(2πk1n/N + ϕ1), (2.10)

x2(n) = A2 cos(2πk2n/N + ϕ2), (2.11)

where A1 and A2 are the amplitudes, ϕ1 and ϕ2 are the initial phases, and k1 and k2 are the

frequencies of the sinusoids. The phase difference between the two components at frame ℓ is

∆φℓ = P
(
2π∆k

N
Rℓ+∆φ0

)
, (2.12)

where ∆φ0 = ϕ1 − ϕ2 is the phase difference at the time origin, and ∆k = k1 − k2 is the

frequency difference. Since the signal in Fig. 2.3 has the fundamental frequency close to

4 bins, the IFPD with the frequency hop of 4 bins shows the phase difference between two

consecutive harmonic components. With ∆k = −4, R = 64, and N = 512, from (2.12),

we have ∆φℓ = P (−ℓπ +∆φ0). Along the time frame, as ℓ increases, ∆φℓ switches be-

tween ∆φ0 and ∆φ0 + π, resulting in the vertical stripes in the IFPD spectrogram shown in

Fig. 2.3(f). Considering two more distant harmonic components with the frequency hop of
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8 bins, corresponding to ∆k = −8, the phase difference is nearly constant along the time frame

as ∆φℓ = P(−2ℓπ +∆φ0) = ∆φ0. Although ∆φℓ is a constant, the IFPD spectrogram shown

in Fig. 2.3(j) changes slowly along the time in accordance with the variations of the fundamental

frequency. The IFPD spectrograms with other frequency hops in Fig. 2.3 also exhibit simi-

lar patterns, although not as clearly as those with frequency bin hops that are multiple of the

fundamental frequency.
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Chapter 3

Two-stage phase reconstruction

3.1 Introduction

Instead of directly reconstructing the phase, two-stage approaches were proposed [11–13] for

reconstructing the phase through the phase derivatives, i.e., the IF and GD. Although the phase

changes quickly along the time and frequency, its change rate between neighboring elements is

more stable. The IF and GD extract that change rate through the derivative operation, thereby

reducing the sensitivity and wrapping issues and revealing the underlying structure of the phase.

Experimental results [11] indicated the efficacy of such a two-stage approach over directly

reconstructing the phase.

The first stage is almost the same for all the two-stage phase reconstruction algorithms in

that the IF and GD are estimated from the amplitude using DNNs. Not only are the IF and GD

more structured than the phase, they are also not affected by the sign-indetermination problem

because the ambiguity of 1π becomes zero after the derivative operation. Therefore, the IF and

GD are reconstructed much more easily than the phase itself. In the second stage, the phase

is reconstructed from the IF and GD using various methods including the LS [11] and circular

average [12].

In this chapter, this thesis reviews conventional methods and presents proposed methods for

two-stage phase reconstruction algorithms. Specifically, this thesis improves upon the LS-based

method [11] by introducing amplitude weights, which reflect the importance of each TF bin,

to the error function and applying a tridiagonal system algorithm to reduce the calculation

15
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time. To tackle the wrapping issue, this thesis also proposes a ML-based approach using the

von Mises distribution. The ML problem is solved using Newton’s method and a coordinate-

descent strategy. Comparisons among the approaches for the second stage are then discussed

from theoretical aspects. This thesis also presents several new analyses for two-stage phase

reconstruction algorithms. Specifically, the properties of the GD are examined to propose a GD

normalization method for facilitating the training process of the GD-estimation model in the first

stage. Another analysis is the investigation of a narrow-band signal to interpret the effects of the

IF and GD information on the reconstructed waveforms using the ISTFT. From the discussions,

this thesis uses the IFPD to improve two-stage phase reconstruction algorithms. Subjective and

objective experiments are conducted to verify the performance of the proposed methods.

The remainder of this chapter is organized as follows. This thesis reviews related work in

Section 3.2, and analyses the phase properties for two-stage phase reconstruction algorithms

in Section 3.3. In Section 3.4, this thesis describes the proposed methods and present the

comparisons of them with conventional methods. In Section 3.5, this thesis discusses the

experiments on the efficacy of our proposed methods and present the results. Finally, this thesis

concludes the chapter in Section 3.6.

3.2 Conventional two-stage phase reconstruction

We first define the notations and formulations used in the two-stage phase reconstruction al-

gorithms. The vector notations of phase spectrum, IF, and GD at frame ℓ are denoted as

ϕℓ = (Φ0,ℓ, · · · ,ΦK−1,ℓ)
T, vℓ, and uℓ, respectively, where (·)T is a matrix transposition opera-

tor. Thus, we have

vℓ = ϕℓ+1 − ϕℓ, (3.1)

uℓ =Dϕℓ, (3.2)

whereD is a (K − 1)×K upper bidiagonal matrix defined as

(D)i,j =


1, if i = j

−1, if i+ 1 = j

0, otherwise

. (3.3)
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Phase 
reconstruction

DNNIF

DNNGD

Figure 3.1: Diagram of two-stage phase reconstruction algorithms. First stage consists of two

DNNs for estimating IF Ṽ and GD Ũ . Second stage reconstructs phase Φ̂ from Ṽ and Ũ .

The matrix notations for the amplitude, phase, IF, and GD spectrograms are |X|, Φ, V , and

U , respectively. In two-stage phase reconstruction algorithms, the notations ·̃ and ·̂ denote the

estimates in the first and second stages, respectively, and ·∗ denotes the normalization (which is

described in Sections 3.2.1 and 3.3.1).

Two-stage phase reconstruction algorithms are aimed at estimating the phase Φ from a given

amplitude |X| indirectly through the IF V and GD U , as illustrated in Fig. 3.1.

3.2.1 First stage: IF/GD estimation using DNN

The first stage is similar for two-stage phase reconstruction algorithms, in which the IF Ṽ and

GD Ũ are reconstructed from the amplitude using von Mises distribution-based DNNs [41].

The von Mises distribution is also known as the circular normal distribution, which can be used

to model circular data like the phase. Its probability density function is defined as

f(x|µ, κ) = eκ cos(x−µ)

2πI0(κ)
, (3.4)

where x is a circular variable, µ is a measure of location, κ is a measure of concentration, and

I0(κ) is a modified Bessel function of order 0. µ and 1/κ are analogous to the mean and variance

of the normal distribution. The negative logarithm of (3.4) is given as

− log f(x|µ, κ) = −κ cos(x− µ) + C, (3.5)

where C is a constant to x. By modeling the IF/GD by the von Mises distribution with the

assumption thatκ is constant for all the data points, the error function for the DNNs reconstructing

the IF/GD is defined as

LDNN(yℓ, ỹℓ) = −
∑
k

cos(Yk,ℓ − Ỹk,ℓ), (3.6)
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where yℓ and ỹℓ are the original and estimated values of the output, which is either the IF or GD.

To improve the DNN training process, the IF and GD are normalized so that their distributions

have peaks at zero. [18] proposed an IF normalization method as

V ∗
k,ℓ = P (Vk,ℓ − 2πkR/N) , (3.7)

which removes the between-frame phase shift of 2πkR/N from the IF. [18] also proposed a GD

normalization scheme that subtracts π from all of its elements, which is based on the observation

that the GD histogram has a peak near π. [12] demonstrated that the IF and GD normalizations

in [18] are useful for the DNN training process of two-stage phase reconstruction algorithms.

3.2.2 Second stage: phase estimation from IF and GD

In the second stage, the phase Φ̂ is reconstructed from the estimated IF Ṽ and GD Ũ . Two

conventional methods for the second stage, LS-based [11] and weighted circular average-based

[12], will be described in the following.

Least squares

Inspired by the LS-based method for 2D-phase unwrapping in [62], [11] proposed recursively

reconstructing the phase from the IF and GD for each frame by minimizing the quadratic error

function defined as

LLS(ϕℓ) = ∥ϕℓ − ϕℓ−1 − ṽℓ−1∥2 + ∥Dϕℓ − ũℓ∥2. (3.8)

When estimatingϕℓ,ϕℓ−1 is replaced with the wrapped version of its previously estimated value,

i.e., ϕ̂P
ℓ−1 = P(ϕ̂ℓ−1). Since ṽℓ and ũℓ are also wrapped, which may lead to a detrimental effect

on the LS solution, [11] proposed modifying ũℓ in (3.8) as

ũℓ ←D(ϕ̂P
ℓ−1 + ṽℓ−1) + P

(
ũℓ −D(ϕ̂P

ℓ−1 + ṽℓ−1)
)
. (3.9)

(3.9) adds 2π jumps to ũℓ to make it more consistent with the GD calculated from the previously

estimated phase and IF, i.e.,D(ϕ̂P
ℓ−1 + ṽℓ−1). The solution for minimizing (3.8) is

ϕ̂ℓ = (IK +DTD)−1(ϕ̂P
ℓ−1 + ṽℓ−1 +D

Tũℓ), (3.10)

where IK is a K ×K identity matrix.
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Circular average

By incorporating the amplitude information, [12] proposed a simple weighted circular average-

based method that estimates the phase for each TF bin as

Φ̂k,ℓ = ∠
Q∑

q=1

W
(q)
k,ℓ exp

(
jφ

(q)
k,ℓ

)
, (3.11)

where φ
(q)
k,ℓ is an estimate of Φk,ℓ computed from the IF, GD, and the qth previously estimated

phase element near Φk,ℓ. W
(q)
k,ℓ is the amplitude weight, and Q is the number of the neighbors

involved. [12] also empirically determined thatQ = 3 yields the best result, i.e., Φ̂k,ℓ is calculated

from Φ̂k−1,ℓ, Φ̂k,ℓ−1, and Φ̂k+1,ℓ−1.

3.3 Phase analysis for two-stage phase reconstruction algo-

rithms

In this section, this thesis provides theoretical discussions for two-stage phase reconstruction

algorithms. Section 3.3.1 analyzes the properties of the phase and GD calculated with two types

of the window functions and introduces our analytic GD normalization formula. Section 3.3.2

investigates the effects of phase modifications on the ISTFT of a sinusoidal wave to interpret

how the IF and GD are useful for phase reconstruction.

3.3.1 GD analysis and normalization

For normalizing the GD, [18] proposed subtracting the peak π of the GD histogram. However,

this peak varies with the window length and number of DFT points. Instead of following the

method in [18], this thesis analyses the GD values and introduce an analytic formula for GD

normalization as follows.

When calculating the STFT, we usually multiply each signal frame by a window function

before calculating the DFT. This is equivalent to a convolution in the frequency domain, as

xℓ = sℓ ∗w, (3.12)

where xℓ, sℓ, and w are the DFT spectra of the windowed signal, target signal at frames ℓ, and
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Figure 3.2: Example of Hamming window at two positions and windowed frame of speech signal

in time and frequency domains. Window length and number of DFT points are M = N = 511.

window function, respectively. Equivalently, elements of xℓ can be calculated as

xℓ(k) =
N−1∑
m=0

sℓ(m)w(k −m). (3.13)

From (3.12), we can see that the phase of xℓ is affected by w. The phase of w relies not

only on the type of the window function but also on the position (in other words, the time

origin) of the window function in the DFT formula. Fig. 3.2(a) to (c) shows an example of the

Hamming window at two positions in the time and frequency domains, i.e., that starting from
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zero (typically used in STFT implementations, as shown with blue lines) and that centered at

zero (as shown with red lines). When the window function is symmetric and centered at zero (in

other words, the time origin of the DFT formula is at the center of the frame),w is a real-valued

vector. From (3.13), we see that each element xℓ(k) is a linear combination of all the elements

of sℓ. However, the contributions of the elements of sℓ at frequency bins far from bin k are

scaled down by the low side lobes of w, as shown in Fig. 3.2(b). As a result, the phase of xℓ

at each frequency bin is mostly dominated by the nearest strong component of sℓ. By shifting

the zero-centered window to the right side by (M − 1)/2 samples, we obtain a zero-starting

window, i.e., the time origin of the DFT formula is at the beginning of the frame. In this case,

the amplitude is the same, but the phase at each frequency bin k will be shifted by −2πk
N

M−1
2

compared with the case of a zero-centered window, as illustrated in Fig. 3.2(b) and (c).

Fig. 3.2(d) to (f) shows an example of a windowed frame of a speech sample calculated

using the zero-centered and zero-starting windows. For the zero-centered window, we see that

phase elements around a strong component (an amplitude peak), e.g., around the frequency bin

of 56, are dominated by that component, hence nearly constant. As a result, the GD, which

is a negative frequency-derivative of the phase, is approximately zero. For the zero-starting

window, the phase at those frequency bins becomes an oblique line due to the linear phase shift,

and the GD will be a non-zero constant. These properties are similar for weak components of

the signal, although the affected area around a weak component is narrower than that around a

strong component.

From the above discussion, we can see that the GD values calculated using the zero-centered

window naturally concentrate around zero. The linear phase shift introduced by the commonly

used zero-starting window shifts the peak of the GD histogram to a non-zero constant. We

hence propose normalizing the GD by compensating for that linear phase shift using either the

following methods.

• Circular-shift the windowed signal to the left by (M − 1)/2 samples when calculating the

DFT.

• Compensate for the phase shift by

Φ∗
k,ℓ = P

(
Φk,ℓ +

2πk

N

(M − 1)

2

)
. (3.14)
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Figure 3.3: Examples of GD histograms of speech sample before and after normalization. STFT

is calculated with M = 512 and various N .

• Directly modify the GD by

U∗
k,ℓ = P

(
Uk,ℓ −

π(M − 1)

N

)
. (3.15)

It is worth noting that (M − 1)/2 is not necessarily an integer; hence, M can be either even or

odd. (3.15) is similar to the GD normalization formula proposed by [18] in terms of subtracting

a number from the GD. However, when M = N , instead of subtracting π as with the method

in [18], we can see from (3.15) that the subtrahend is π(M − 1)/N . The advantage of (3.15)

is that it can be applied to other settings of M and N without requiring calculating the GD

histogram of the training data. Fig. 3.3 shows examples of GD histograms of a speech sample

before and after normalizing using (3.15).

3.3.2 IF and GD information in phase reconstruction

Two-stage phase reconstruction algorithms indeed reconstruct the phase by maintaining the phase

relationships between TF bins along time and frequency through the IF and GD, respectively.

Since the ISTFT has the form of a sum of complex numbers, if the phase relationships between

those complex numbers are maintained, i.e., the phase differences between TF bins remain

unchanged, the amplitude of the reconstructed signal will be consistent even if the phase is

shifted. To investigate the role of the phase relationships in the ISTFT, we modify the phase

spectra calculated from a sinusoidal wave and observe the effects on the reconstructed waveform

as follows.
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Figure 3.4: Example of effects of phase modifications on IDFT. DFT of 32-ms frame of 150-Hz

sinusoidal wave is calculated with Hamming window. Sampling frequency is 16 kHz. Original

phase spectrum (blue solid line) is modified by adding random numbers (red solid line) or

constant of π/2 (blue dashed line). Note that only area around 150Hz is modified because other

areas do not have much of effect on IDFT.

Fig. 3.4 shows the DFT spectra and waveforms of the sinusoidal wave, in which the phase

spectrum is modified in a frequency range by using two methods: 1) adding random numbers

to each element, i.e., the phase relationships along the frequency are broken, and 2) adding

a constant of π/2 to all the elements, i.e., the phase relationships along the frequency are

maintained. Each phase spectrum is then combined with the amplitude spectrum to reconstruct

the waveform using the inverse DFT (IDFT). We can see from Fig. 3.4(c) that the reconstructed

waveform for the maintained phase relationships has almost the same amplitude as the original

waveform, although it is shifted in the time domain. In contrast, the waveform of the randomly

modified phase has a lower amplitude due to the misalignment of the complex spectral bins in

the IDFT calculation.

Fig. 3.5 shows an example of two consecutive frames in the same signal used above. The

phase spectra are shifted by adding a constant, which is π/2 in this example, to all the elements.

The IDFTs of the original and modified versions of the first and second frames are then combined
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Figure 3.5: Example of effects of phase modifications on overlap-add. Signal and DFT setting

are same as in Fig. 3.4, in which two consecutive frames with hop of 4ms are shown. Phase

spectra are modified by adding π/2 to all elements.

for each pair using the overlap-add method. We can see from this figure that, if the phase spectra

of both frames are shifted the same way, i.e., the IF information is maintained, their waveforms

are aligned well for the overlap-add to yield the same amplitude as the original signal. In other

situations, when the phase spectrum of only one frame is modified, the misalignments between

the reconstructed waveforms of the two frames decrease the amplitude of the overlap-added

signals. Those misalignments also cause a frequency modulation to the overlap-added signals,

as illustrated by the period changes in Fig. 3.5(e).
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From the above discussion, we can see that the distortions in the IF and GD information

result in the degradation in both the amplitude and frequency of the signal. When the phase

relationships between TF bins are maintained, even if the phase is shifted, the reconstructed

signal still has the same amplitude as the original signal. The shifted phase only introduces a

shift of the signal in the time domain, which, based on our observation, makes no difference in

perception of sound quality.

3.4 Proposed phase reconstruction methods

All two-stage phase reconstruction algorithms have the same first stage that estimates the IF

and GD from the amplitude using DNNs. In this section, this thesis proposes two approaches

for reconstructing the phase from the IF and GD in the second stage, i.e., weighted LS-based

(Section 3.4.1) and ML-based using von Mises distribution (Section 3.4.2). The ML-based

methods are also divided into two optimization approaches, i.e., using Newton’s method and

coordinate descent. This thesis then presents the comparison of the proposed and conventional

methods in theoretical aspects (Section 3.4.3). The application of the IFPD to the two stage

phase reconstruction algorithm is described in Section 3.4.4.

3.4.1 Weighted least squares

The contribution of each TF bin to the ISTFT depends highly on its amplitude. We also observed

that errors of the IF and GD reconstructed in the first stage are low at high-amplitude positions.

Therefore, we improved the conventional LS-based method [11] by adding amplitude weights

to the error function (3.8) to emphasize the importance of the high-amplitude TF bins. The

weighted error function is defined as

LWLS(ϕℓ) =∥
√
W̆ v

ℓ−1(ϕℓ − ϕℓ−1 − ṽℓ−1)∥2

+ ∥
√
W̆ u

ℓ (Dϕℓ − ũℓ)∥2,
(3.16)

where W̆ v
ℓ and W̆ u

ℓ are diagonal weight matrices of the IF ṽℓ and GD ũℓ, respectively. The kth

element on the main diagonal of both W̆ v
ℓ and W̆ u

ℓ are empirically set to |Xk,ℓ|p. The power of

p (p ≥ 1) is used to further separate the low- and high-amplitude TF bins. We also use the GD

modification method (3.9) to address the wrapping issue.
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Algorithm 1 Pseudo-code of weighted LS-based method for reconstructing phase from IF and

GD.
Input: Amplitude |X|, estimated IF Ṽ and GD Ũ

Output: Phase spectrogram Φ̂

Φ̂0,0 ← 0

Φ̂k,0 ← Φ̂k−1,0 − Ũk−1,0, for k ∈ {1, . . . , K − 1}

for ℓ ∈ {1, . . . , L− 1} do

ϕ̂P
ℓ−1 ← P(ϕ̂ℓ−1)

Update ũℓ as in (3.9)

Calculate ϕ̂ℓ as in (3.17)

The analytic solution for minimizing (3.16) is

ϕ̂ℓ =(W̆ v
ℓ−1 +D

TW̆ u
ℓ D)−1

· (W̆ v
ℓ−1(ϕ̂

P
ℓ−1 + ṽℓ−1) +D

TW̆ u
ℓ ũℓ).

(3.17)

The derivation of this solution is explained in Appendix. Most of the calculation time of

(3.17) is spent in calculating the inverse of a K ×K matrix. However, we can see that (3.17)

has a form of ϕ̂ℓ = A−1b, where A is a matrix and b is a vector. Moreover, the matrix

A = W̆ v
ℓ−1 +D

TW̆ u
ℓ D is a symmetric tridiagonal matrix. For that reason, we apply the

tridiagonal system algorithm [63] to calculateA−1b with a complexity of O(K) (instead of the

O(K3) required by the Gaussian elimination for a non-tridiagonal matrixA), thus significantly

reducing the calculation time. The pseudo-code for this method is given in Algorithm 1.

3.4.2 Maximum likelihood using von Mises distribution

The LS-based methods for the second stage are greatly affected by the wrapping issue with the

periodic variables such as the phase, IF, and GD. To address this issue, we propose an ML-based

approach using a circular distribution, i.e., the von Mises distribution. In addition, the use of the

von Mises distribution for the second stage makes it consistent with the first stage since, in the

first stage, the IF/GD are also modeled using the same distribution.

We define a model as

ỹ = dTψ + ε, (3.18)
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where ỹ is the element of either Ṽ or Ũ , ψ is the flattened vector of the phase spectrogram Φ,

d is a corresponding vector consisting of 0, 1, and −1 [similar to the matrix D in (3.3)], and

ε is the residual of the model. Unlike the first stage that models the distribution of the IF/GD

conditioned on the amplitude to train the DNN parameters, we define a von Mises distribution

over ỹ conditioned on d, and the phase ψ becomes the parameter of the model to be fitted. In

other words, p(ỹ|d;ψ) is equal to a von Mises distribution, the measure of location of which is

ŷ = dTψ.

From (3.4), by taking the negative logarithm of p(ỹ|d;ψ) of all the elements of Ṽ and Ũ

with the assumption of a constant concentration κ, we derive an error function for the whole

phase spectrogram as

LML(Φ) = −
∑
k,l

(
W u

k,ℓ cos (Ũk,ℓ − Ûk,ℓ)

+W v
k,ℓ cos (Ṽk,ℓ − V̂k,ℓ)

)
,

(3.19)

where W u
k,ℓ and W v

k,ℓ are the weights of the GD and IF at TF bin (k, ℓ), respectively, which

are empirically selected as W u
k,ℓ = W v

k,ℓ = |Xk,ℓ|. Thanks to the cosine functions, (3.19) is not

affected by the wrapping issue of Ũk,ℓ and Ṽk,ℓ as with the LS-based methods.

The partial derivative of (3.19) is given by

∂LML

∂Φk,ℓ

= sin(Φk,ℓ)Ck,ℓ − cos(Φk,ℓ)Sk,ℓ, (3.20)

where

Ck,ℓ=W v
k,ℓ cos(Φk,ℓ+1−Ṽk,ℓ)+W v

k,ℓ−1 cos(Φk,ℓ−1+Ṽk,ℓ−1)

+W u
k,ℓ cos(Φk+1,ℓ+Ũk,ℓ)+W u

k−1,ℓ cos(Φk−1,ℓ−Ũk−1,ℓ),
(3.21)

and Sk,ℓ is defined the same as Ck,ℓ, in which all the cosine functions are replaced with sine

functions. Note that, at the boundaries of k = 0, k = K − 1, ℓ = 0, and ℓ = L− 1, we remove

the terms containing the indices of k − 1, k + 1, ℓ − 1, and ℓ + 1, respectively, from Ck,ℓ and

Sk,ℓ.

It is impossible to find the analytic solution of the equation setting the gradient vector of

LML(Φ) to zero. On the basis of several properties of the error function, we propose the

following two optimization approaches.
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Using Newton’s method

The first approach is to break (3.19) into frames so that the Hessian matrix becomes tridiagonal.

Considering only the terms containing the phase at frame ℓ in LML(Φ), the frame-wise error

function is given by

LMLF(ϕℓ) = −
∑
k

(
W u

k,ℓ cos (Ũk,ℓ − Ûk,ℓ)

+W v
k,ℓ−1 cos (Ṽk,ℓ−1 − V̂k,ℓ−1)

+W v
k,ℓ cos (Ṽk,ℓ − V̂k,ℓ)

)
.

(3.22)

The gradient vector ∇ϕℓ
LMLF(ϕℓ) can be calculated with the kth element identical to (3.20).

We can see from (3.20) that the partial derivative with respect to Φk,ℓ contains only two phase

elements of the same frame, i.e., Φk+1,ℓ and Φk−1,ℓ. Consequently, the Hessian matrix of

LMLF(ϕℓ), denoted as H , is a symmetric tridiagonal matrix, the element on the main diagonal

of which is given by
∂2LMLF

∂Φ2
k,ℓ

= cos (Φk,ℓ)Ck,ℓ + sin (Φk,ℓ)Sk,ℓ, (3.23)

and the element on the first diagonal above (or below) is

∂2LMLF

∂Φk,ℓ∂Φk+1,ℓ

= −W u
k,ℓ cos (Φk,ℓ − Φk+1,ℓ − Ũk,ℓ). (3.24)

The tridiagonality of the Hessian matrix motivates us to use Newton’s method to update the

phase estimate. However, there is a problem thatH is often not positive definite as LMLF(ϕℓ) is

periodic. To solve this problem, we apply a regularization strategy, as in a previous study [64],

to update the phase estimate as

ϕ̂ℓ ← ϕ̂ℓ − (H + γIK)
−1∇ϕℓ

LMLF(ϕ̂ℓ), (3.25)

where γ is a damping factor. γ = 0 is equivalent to no regularization. When γ is large, H is

dominated by γIK , and (3.25) approximates the standard gradient descent with the updating rate

of 1/γ. Ideally, γ is adaptive so that it is large enough to offset the negative eigenvalues of H .

We calculate γ from the smallest eigenvalue λ ofH for each update as

γ =

−βλ, if λ < 0

0, otherwise
, (3.26)
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Algorithm 2 Pseudo-code of ML-based method using Newton’s method for reconstructing phase

from IF and GD.
Input: Amplitude spectrogram |X|, estimated IF Ṽ and GD Ũ , number of iterations N1 and

N2

Output: Phase spectrogram Φ̂

Φ̂0,0 ← 0

Φ̂k,0 ← Φ̂k−1,0 − Ũk−1,0, for k ∈ {1, . . . , K − 1}

for ℓ ∈ {1, . . . , L− 1} do

ϕ̂ℓ ← ϕ̂ℓ−1 + ṽℓ−1

for i ∈ {1, . . . , N1} do

Update ϕ̂ℓ as in (3.25) removing terms containing Φk,ℓ+1 from Ck,ℓ and Sk,ℓ

for i ∈ {1, . . . , N2}, ℓ ∈ {0, . . . , L− 1} do

Update ϕ̂ℓ as in (3.25)

where β is a scaling constant. We can efficiently estimate only the smallest eigenvalue of the

tridiagonal matrix H as in [65]. As H + γIK is also tridiagonal, the complexity of (3.25) can

be reduced from O(K3) to O(K) by using the tridiagonal system algorithm, similar to what was

mentioned in Section 3.4.1.

In the update (3.25) for ϕℓ, the phase at the next and previous frames for calculating Ck,ℓ

and Sk,ℓ are replaced with their estimates, i.e., ϕ̂ℓ+1 and ϕ̂ℓ−1. However, those estimates are not

available at the beginning. We found that a random initialization may lead to slow convergence

and poor results. Therefore, for the first several iterations, we recursively reconstruct the phase

ϕℓ by using only ϕ̂ℓ−1. In other words, we remove the terms containing Φk,ℓ+1 from Ck,ℓ and

Sk,ℓ when calculating (3.25). This is equivalent to removing the terms of W v
k,ℓ cos (Ṽk,ℓ − V̂k,ℓ)

from the error function (3.22). The full version of (3.25) is then used to smooth the phase

estimate, i.e., ϕℓ is updated using both ϕ̂ℓ−1 and ϕ̂ℓ+1. The pseudo-code for this method is given

in Algorithm 2.

Using coordinate descent

Another approach for minimizing (3.19) is based on its separability property. From (2.2) and

(2.3), we can see that each phase element Φk,ℓ is only present in at most four terms in the sum
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Algorithm 3 Pseudo-code of ML-based method using coordinate descent for reconstructing

phase from IF and GD.
Input: Amplitude spectrogram |X|, estimated IF Ṽ and GD Ũ , number of iterations N1 and

N2

Output: Phase spectrogram Φ̂

Φ̂0,0 ← 0

Φ̂k,0 ← Φ̂k−1,0 − Ũk−1,0, for k ∈ {1, . . . , K − 1}

for ℓ ∈ {1, . . . , L− 1} do

ϕ̂ℓ ← ϕ̂ℓ−1 + ṽℓ−1

for i ∈ {1, . . . , N1}, k ∈ {0, . . . ,K − 1} do

Update Φ̂k,ℓ as in (3.27) removing terms containing Φk,ℓ+1 from Ck,ℓ and Sk,ℓ

for i ∈ {1, . . . , N2}, ℓ ∈ {0, . . . , L− 1}, k ∈ {0, . . . ,K − 1} do

Update Φ̂k,ℓ as in (3.27)

of LML, i.e., the terms containing V̂k,ℓ, V̂k,ℓ−1, Ûk,ℓ, and Ûk−1,ℓ. In other words, varying Φk,ℓ

will change only those terms and will not have much of an effect on the optimal states of other

phase elements in LML. Therefore, we use a coordinate-descent strategy [66] that sequentially

minimizes LML for each Φk,ℓ where all other phase elements are fixed.

As Sk,ℓ and Ck,ℓ are independent from Φk,ℓ, we can easily set the first derivative ∂LML/∂Φk,ℓ

to zero and check the second derivative to find the minimum. The solution is

Φ̂k,ℓ =

arctan (Sk,ℓ/Ck,ℓ) , if f ′′
> 0

arctan (Sk,ℓ/Ck,ℓ) + π, otherwise
, (3.27)

where f
′′
= ∂2LML/∂Φ

2
k,ℓ, which is identical to (3.23).

(3.27) is sequentially calculated throughout the whole spectrogram. Because the update of

Φ̂k,ℓ affects the optimal states of other phase elements around it, we need several iterations to

make all the elements converge. Similar to the approach using Newton’s method, for the first

several iterations, we remove from Ck,ℓ and Sk,ℓ the terms containing Φk,ℓ+1 when calculating

the solution of (3.27). The pseudo-code for this coordinate-descent approach is illustrated in

Algorithm 3.



3.4. PROPOSED PHASE RECONSTRUCTION METHODS 31

3.4.3 Comparison of methods for second stage

In this subsection, this thesis presents several theoretical comparisons among the methods for

the second stage of two-stage phase reconstruction algorithms, i.e., the conventional LS-based

method, conventional circular average-based method, the proposed weighted LS-based method

and ML-based method with the two optimization schemes.

Least squares [11] and weighted least squares

The proposed weighted LS-based method differs from the conventional LS-based method only

in terms of the weights in the error function, which results in changes in the calculation of the

solution, especially the matrix inversion. In the solution (3.10) of the conventional LS-based

method, we can calculate the inverse of the matrix (IK +DTD) in advance as it is constant.

For our weighted LS-based method, the matrix (W v
ℓ−1 +D

TW u
ℓ D) in (3.17) depends on

the weights; hence, its inverse must be computed for each frame. However, thanks to the

tridiagonality property of the matrix, (3.17) can be calculated with a complexity of O(K),

which is the same as (3.10).

Least squares and maximum likelihood

As the LS-based methods can also be interpreted as the ML, LS- and ML-based methods differ

in the distributions used, i.e., Gaussian and von Mises distributions. The von Mises distribution

seems to be more efficient as it handles the wrapping issue and is the same distribution used in

the first stage. The LS-based method is greatly affected by the wrapping issue. Although (3.9)

is used to mitigate this issue, it may not be reliable when the errors of Ũ and/or Ṽ are high.

However, the advantage of the LS-based methods is that they yield a unique solution, while the

ML-based methods require iterative methods for the optimization.

Circular average [12] and maximum likelihood

Like our von Mises distribution-based ML-based method, the circular average-based method

is not affected by the wrapping issue. However, it consists of a single pass of recursively

calculating each phase element using the average operation. This makes the phase estimate at

each TF bin heavily dependent on the IF, GD, and other previously estimated phase elements
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nearby. Therefore, the circular average-based method may not be efficient when the estimated

IF and GD have high errors, or when the underlying components of the signal are not stable.

In contrast, our ML-based methods define a solid optimization problem, which can be solved

using various optimization techniques. Although for the first several iterations, our ML-based

methods also reconstruct the phase recursively, the later iterations help to compromise the IF and

GD errors at all TF bins, thus smoothing the phase estimate. Regarding the calculation speed,

the circular average-based method has the same complexity as one iteration of our ML-based

methods, which is O(K).

Maximum likelihood using Newton’s method and coordinate descent

Our ML-based methods using Newton’s method (MLN) and using coordinate descent (MLC)

are two different strategies to solve the same optimization problem: MLN breaks the error

function into frames, while MLC breaks it into elements. The update scope of MLN seems to

be more advanced than that of MLC as it modifies more elements at the same time. However,

with the use of amplitude weights, the high-amplitude TF bins may restrict the change of the

low-amplitude ones when they are updated simultaneously. An advantage of MLC is that it does

not require tuning the parameters such as β in MLN. Regarding the calculation speed, although

one iteration of both MLN and MLC has the complexity of O(K), MLN is slower due to the

eigenvalue estimation.

3.4.4 IFPD for two-stage phase reconstruction

In two-stage phase reconstruction algorithms, the GD is used to maintain the phase relationship

along frequency. However, as a difference between two consecutive phase elements, the GD

can only preserve the local relationship. To enhance the relationship between two distant phase

elements along the frequency, the IFPD can be utilized. In the first stage, the IFPD with various

hops is reconstructed from the amplitude using DNNs, similar to the IF and GD. In the second

stage, we penalize the IFPD errors in addition to the IF and GD errors in the loss function for

reconstructing the phase. Because the IFPD is also wrapped, which may aggravate the wrapping

issue in the LS-based method, the ML-based method is used. With the IFPD, the error function
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(3.19) becomes

LML_IFPD(ϕℓ) = −
∑
k,ℓ

(∑
i∈S

W u(i)

k,ℓ cos(Ũ
(i)
k,ℓ − Û

(i)
k,ℓ)

+W v
k,ℓ cos(Ṽk,ℓ − V̂k,ℓ)

)
,

(3.28)

where S is the set of the frequency hops used for calculating the IFPD, including i = 1 for the

GD. The weight for U (i)
k,ℓ is defined as

W u(i)

k,ℓ = α(i)|Xk,ℓ|, (3.29)

where the scalar α(i) is used to adjust the contribution of U (i)
k,ℓ in the error function.

Because the use of the IFPD makes the Hessian matrix no longer tridiagonal, which increases

the computational complexity of Newton’s method, (3.28) is minimized using the coordinate-

descent strategy. The solution of Φ̂k,ℓ for minimizing LML_IFPD is the same as (3.27), except

that we include terms containing Û
(i)
k,ℓ to the calculation of Ck,ℓ and Sk,ℓ . We found that errors

of the IFPD estimated in the first stage, Ũ (i)
k,ℓ, become higher as the frequency hop i increases.

This means that the reconstructed phase will get these errors if it is completely fitted with those

IFPD estimates. Therefore, we only minimize the error function (3.28) with the IFPD for the

first several iterations. After that, (3.19) is used to smooth the phase estimates with only the IF

and GD.

In summary, the algorithm for reconstructing the phase with the IFPD is the same as

Algorithm 3 with two modifications, i.e., the IFPD is required as an input, and, in the inner

for-loop of the first for-loop, Φ̂k,ℓ is updated to minimize LML_IFPD instead of LML. As discussed

above, the update Φ̂k,ℓ in the last for-loop in Algorithm 3 is still for minimizing LML.

3.5 Experiments and results

3.5.1 Experimental setup

Experiments are conducted to evaluate the performances of two-stage phase reconstruction algo-

rithms. All such algorithms share the same IF and GD estimated in the first stage. The methods

used for the second stage include the conventional LS-based method [11] (LS), conventional

circular average-based method [12] (AVG), the proposed weighted LS-based method (WLS), and
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the proposed ML-based methods with 30 iterations using Newton’s method (MLN; N1 = 10 and

N2 = 20) and coordinate descent (MLC; N1 = 5 and N2 = 25). The proposed algorithm using

the IFPD (ML+IFPD) was also evaluated with 30 iterations (N1 = 5 and N2 = 25). In addition,

this thesis included conventional non-two-stage phase reconstruction algorithms for compari-

son. These are the Griffin-Lim method [28] with 100 iterations (GL), the phase gradient heap

integration method [36] (PGHI), and the iterative method using alternating direction method of

multipliers [34] with 100 iterations (ADMMGLA).

The data used for training were from the training set of the TIMIT dataset [67]. The sampling

rate is 16 kHz. The tests were performed on 300 samples (150 males and 150 females) randomly

selected from the test set of the TIMIT dataset.

In the implementation, the STFT was calculated using a Hamming window with a 32-ms

length, 4-ms shift, and 512-point DFT. To reconstruct the IF, GD, and IFPD in the first stage,

we used fully connected feedforward DNNs with 4 hidden layers, each layer containing 1024

gated tanh units [68], and the last layer containing linear units. This DNN architecture is similar

to those in [11, 12, 69]. In addition, the authors of [69] claimed in their work that, based on

their experiments, there was no difference between the gated layers and LSTM (long short-term

memory) layers in terms of the quality of the reconstructed speech. For these reasons, we

decided to use this DNN architecture. It is worth noting that a separate DNN is used to estimate

each of the IF, GD, and IFPD. The input of the DNN was joint vectors consisting of the log

amplitude at the current and ±2 frames and was normalized to zero mean and unit variance.

The output of the DNN was one frame of the phase feature (IF, GD, or IFPD), which was also

normalized using (3.7) for the IF and (3.14) for the GD and IFPD. These models were trained

using the Adam optimizer for 400 epochs. The parameters of the methods in the second stage

were determined by fine-tuning, which are described as follows. The power p in WLS was set to

10. The weight β in MLN was set to 2.4. For ML+IFPD, we used a set of six frequency hops of

S = {1, 2, 3, 4, 5, 6} with the corresponding set of weights α(i) of {1.0, 0.4, 0.3, 0.2, 0.1, 0.1}.

The Linear Algebra Package (LAPACK) [70] was used for the tridiagonal system algorithm and

eigenvalue estimation.

For the objective metrics, we measured the perceptual evaluation of speech quality (PESQ)

[71] and short-time objective intelligibility (STOI) [72] of the reconstructed signals. The higher

those scores, the higher the quality of the signal. We also calculated the consistency measure [33]
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as

C(X̂) = 10 log10
∥X̂ − STFT(ISTFT(X̂))∥2

∥X̂∥2
, (3.30)

where (X̂)k,ℓ = |Xk,ℓ|ejΦ̂k,ℓ . The consistency measure indicates how much the phase spectro-

gram is consistent with the amplitude spectrogram, which is expected to be low.

To further compare the subjective performances among the two-stage algorithms, we con-

ducted the BS.1116 test [73] using webMUSHRA [74], which is a web-based listening test

framework. In each BS.1116 trial, the subject is presented with three stimuli labeled A, B, and

C. A is always the reference (original signal), while B and C are randomly assigned by the hidden

reference and reconstructed signal. The subject is asked to assess the impairments (if any) on B

and C compared to A using a continuous 5-grade scale with anchors defined as

• (5.0) Imperceptible,

• (4.0) Perceptible, but not annoying,

• (3.0) Slightly annoying,

• (2.0) Annoying,

• (1.0) Very annoying.

Because one of B and C is identical to A, there must be at least one point of 5.0. As a general

rule, if a subject rates the hidden reference with a score of less than 5.0 for more than 15% of

the test, all the results of this subject will not be considered. The samples presented to each

subject are randomly selected from the test set, in which the number of samples depends on the

subject’s demand (maximum 15 samples per subject, corresponding to 105 trials for 7methods).

The subjects participating in the test were all students ranging from 20 to 30 in age. Apart from

the results of 3 subjects excluded by the test rules, 245 samples (which may be duplicated) were

tested by 20 subjects in total.

3.5.2 Results

Table 3.1 lists the errors of the DNNs in the first stage, in which an error is defined as

ϵ(Y , Ỹ ) = 1− 1

KL

∑
k,ℓ

cos(Yk,ℓ − Ỹk,ℓ). (3.31)
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Table 3.1: Errors of DNNs in first stage

IF GD
IFPD

i=2 i=3 i=4 i=5 i=6

Training 0.133 0.231 0.290 0.432 0.530 0.729 0.717

Testing 0.148 0.245 0.307 0.450 0.575 0.804 0.811

Note: Error range is [0, 2]
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Figure 3.6: Objective scores of phase reconstruction algorithms, where blue and red respectively

indicate conventional and proposed methods.

ϵ(Y , Ỹ ) is similar to LDNN in (3.6), however, (3.31) is for the whole spectrogram, while (3.6) is

for each frame. The error range is [0, 2]. We can see from Table 3.1 that the higher the frequency

hop i, the higher the errors of the DNNs for reconstructing the IFPD. The reason is most likely

because, when the frequency hop is large, the connections between TF bins are weak due to the

low side lobes of the window function. In such a case, the IFPD becomes less structured, hence,

more difficult to estimate.

Fig. 3.6 shows the STOI, PESQ, and consistency measure of the reconstructed signals of the

phase reconstruction algorithms. The results were analyzed with the paired sample t-test, which
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Figure 3.7: Examples of (a) log-amplitude, and (b)–(j) phase differences between original phase

Φ and estimated phase Φ̂.

shows that the differences between the scores are statistically significant with a few exceptions.

It can be seen from Fig. 3.6 that the two-stage methods, except the LS-based methods, performed

better than the conventional non-two-stage methods, in which the ML+IFPD yielded the highest

results. By using the IFPD in addition to the IF and GD for only several first iterations, ML+IFPD

improved the results of MLC for all metrics. Although both MLN and MLC minimize the same

error function with the same number of iterations, MLC achieved better results than MLN. A

possible reason is that the update of MLN is an approximation while MLC directly solves the

equation setting the derivative to zero. Although the solution in MLC is local, the separability

of the error function motivates it. We can also see from Fig. 3.6 that, by adding the amplitude

weights, WLS significantly improved the results of its baseline method LS. However, WLS was

still worse than AVG and our ML-based methods. This is most likely due to the LS-based

methods being affected by the wrapping issue.

Fig. 3.7 shows an example of the phase differences between the original and estimated phases,

i.e., P(Φ − Φ̂). We may expect that the phase difference spectrogram has large regions of the

same color, at which Φ and Φ̂ change at the same rates. In other words, the phase relationships

in those regions are preserved, even if the absolute values of the phase are changed. In addition,

we only focus on the high-amplitude regions since the phases of low-amplitude TF bins have

little effect on the ISTFT. We can see from Fig. 3.7(b) and (e) that the same-color regions

in the phase-difference spectrograms of GL and LS are small. At the boundaries of those

regions, the phase relationships are distorted, resulting in impairments in the amplitude and
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Figure 3.8: Subjective scores of phase reconstruction algorithms.

modulations in the frequency of the reconstructed time-domain signals. As a consequence, the

signals estimated using GL and LS often contains artifacts, such as reverberation and buzz. The

same-color regions at high-amplitude TF bins became larger for other methods. Especially, by

using the IFPD, ML+IFPD clearly improved the phase relationships between TF bins, illustrated

with the smooth phase difference spectrogram in Fig. 3.7(j). This finding in this example is

reflected in, and consistent with, the objective results.

Fig. 3.8 illustrates the results of the BS.1116 test for the two-stage algorithms, i.e., the

measures of perceptual impairments on the reconstructed signals compared with the original

signal. The subjective scores in Fig. 3.8 expose a similar trend to the objective scores in Fig. 3.6,

in which ML+IFPD surpassed other methods. The differences between the scores are also

confirmed with the small p-values of the paired sample t-test.

The above observations confirmed that ML+IFPD outperforms the other methods. In addi-

tion, for the second stage of two-stage phase reconstruction algorithms, the ML-based methods

are better than the LS-based and circular average-based methods. The experimental results

also indicate the efficacy of using amplitude weights in improving the conventional LS-based

method.

Although achieving high objective and subjective scores, a limitation of the two-stage ap-
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proaches is that the waveform may differ from the original signal as we focus on the phase

relationship between the TF bins but not the absolute value of the phase. This is a common

problem for phase reconstruction when only the amplitude information is available [47]. In other

applications, when the noisy/mixed phases are available, they can be used as an initialization

for the proposed methods to reduce the problem. Another limitation of the proposed methods

is that they require multiple models to estimate the phase features in the first stage, which may

be a drawback in real-time applications. A possible solution is to use multitask learning, i.e., to

combine all the models in the first stage into one model with multiple outputs.

3.6 Conclusion

In this chapter, this thesis presented two approaches for the second stage of two-stage phase

reconstruction algorithms. The first method is to add the amplitude weights to a conventional

LS-based method. The second method is based on the ML with the von Mises distribution,

which is optimized using the regularized Newton’s method and coordinate descent. In the

theory discussion, this thesis analyzed the GD properties and introduced a GD-normalization

formula by compensating for the phase shift introduced by the commonly used zero-starting

window function. This thesis also investigated the roles of the phase relationships between

TF bins in the ISTFT. On the basis of the analysis, this thesis applied the IFPD to the phase

reconstruction. Both objective and subjective experiments showed that the performance of our

ML-based method using the IFPD is superior to other methods that use only the IF and GD. The

results also suggest that ML-based methods perform better than other methods in the second

stage, and the use of amplitude weights significantly improves the results of the conventional

LS-based method.
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Chapter 4

DNN-based online phase reconstruction

4.1 Introduction

In addition to the offline processing, online phase reconstruction is desired in many application,

such as low-latency audio source separation [75] and incremental text-to-speech [76]. Many

phase reconstruction algorithms require iteration or future frame information to estimate the

current-frame phase, which may only be feasible offline. For real-time settings, some mod-

ifications have been made. [77] proposed a real-time version of the Griffin–Lim algorithm,

called the real-time spectrogram inversion algorithm (RTISI), which iteratively reconstructs the

signal frame-by-frame with an effective initialization scheme. In a non-iterative manner, the

single-pass spectrogram inversion (SPSI) [78] utilizes a phase-locking technique related to a

phase vocoder. [79] proposed a real-time adaptation of the PGHI (i.e., RTPGHI) with one or

even zero look-ahead frames. Although these methods have achieved promising results, they

are still suboptimal due to some approximations used, e.g., the harmonic model assumption in

the SPSI and the phase derivative approximation in the RTPGHI. Among phase reconstruction

approaches, DNN-based methods have significant potential for real-time applications, as they

can be easily adapted by using a causal model. Additionally, DNNs have a robust modeling

capability to learn the underlying structure of the target signals.

However, most of the conventional DNN-based phase reconstruction methods do not consider

the distinct properties of the phase at different TF bins. In the inverse STFT (ISTFT), the

amplitude acts as a scaling factor for the TF bins, and the phase determines their relative

41
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position, thus ensuring their proper combination. If the amplitude is low, regardless of the

values of the phase, the contribution of the TF bin to the reconstructed signal will be small.

Training a model with the phase at these low-amplitude bins may not bring much benefit and

might even restrict the model from learning useful information in the high-amplitude bins.

Another property of the phase is that, unlike the amplitude, its values depend linearly on the

frequency. At high frequencies, the phase changes quickly along the time, leading to instability.

These unstable phase elements usually yield high errors, which may impede the model from

fitting the more stable phase elements at low frequencies.

Taking into account the varying properties of the phase, the aim of this chapter is to improve

DNN-based methods for real-time phase reconstruction from the amplitude, including proposing

new loss functions and data augmentation scheme. Starting with the von Mises distribution-

based loss functions as in [41] and [80], this thesis imposes weights on the phase loss with

respect to frequency to control the effect of unstable phase elements at high frequencies. This

thesis also leverages amplitude weights to separate the importance of the phase at different TF

bins. In addition, the IFPD is included in the loss function to improve the connection of phase

elements along the frequency. The proposed loss functions are utilized to train a causal DNN

architecture for real-time applications. To improve the generalization of the models, the training

data is augmented by randomly shifting the signals in the time domain before calculating the

STFT for each training epoch.

The remainder of this chapter is organized as follows. The conventional DNN-based phase

reconstruction is reviewed in Section 4.2. The proposed methods are then described in Sec-

tion 4.3. In Section 4.4, this thesis discusses the experiments and presents the results. Finally,

this thesis concludes the chapter in Section 4.5.

4.2 Conventional loss functions for DNN-based phase recon-

struction

To handle the periodicity of the phase, [41] modeled the phase using the von Mises distribution,

which is a circular distribution. With the assumption of a constant κ, the phase loss function is

defined as
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Lp(Φ, Φ̂) = −
∑
k,ℓ

Cp
k,ℓ ≜= −

∑
k,ℓ

cos(Φk,ℓ − Φ̂k,ℓ). (4.1)

The modeling and derivation of the loss function has been defined in Chapter 3.

With the observation that the GD has a similar structure to the amplitude spectrogram, [41]

utilized the GD to improve the performance of the phase reconstruction algorithm. By modeling

the GD with the von Mises distribution, [41] introduced a multitask-learning loss function for

phase reconstruction, which can be expressed as

Lpgd(Φ, Φ̂) = −
∑
k,ℓ

(
λpCp

k,ℓ + λgdCgd
k,ℓ

)
, (4.2)

where

Cgd
k,ℓ = cos(Uk,ℓ − Ûk,ℓ), (4.3)

and λp and λgd are the weights for the loss components.

4.3 Proposed phase reconstruction

This section introduces several improvements to the DNN-based phase reconstruction. Specif-

ically, the Von Mises mixture model is used to mitigate the sign indetermination problem in

Section 4.3.1. Loss functions that incorporate weights are presented in Section 4.3.2 and the

IFPD in used in Section 4.3.3. In addition, the data augmentation scheme for training the DNN

is described in Section 4.3.4.

4.3.1 Von Mises mixture model-based loss function

An idea for mitigating the sign indetermination problem is to reconstruct the phase of either

x(n) or −x(n). The phases of x(n) and −x(n) have a difference of π and can be modeled by a

von Mises mixture model with two mixture components, as

F(Φk,ℓ|µ, κ) =
1

2
f(Φk,ℓ|µ, κ) +

1

2
f(Φk,ℓ|µ+ π, κ). (4.4)

Assuming κ = 1, the von Mises mixture model-based loss function is defined using maximum

likelihood, as

Lvmm(Φ, Φ̂) = −
∑
k,ℓ

Cvmm
k,ℓ

≜= −
∑
k,ℓ

log
(
ecos(Φk,ℓ−Φ̂k,ℓ) + e− cos(Φk,ℓ−Φ̂k,ℓ)

)
.

(4.5)
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A problem in training DNNs with Lvmm(Φ, Φ̂) is that the reconstructed phase may be incon-

sistent. Specifically, some phase elements may converge to the phase of x(n) while others to

the phase of −x(n). To ensure a consistent reconstructed phase, this thesis uses the IF and

GD losses to enhance the dependencies of phase elements along time and frequency. The loss

function combining IF and GD losses is defined as

Lvmmifgd(Φ, Φ̂) = −
∑
k,ℓ

(
λvmmCvmm

k,ℓ + λifC if
k,ℓ + λgdCgd

k,ℓ

)
, (4.6)

where

C if
k,ℓ = cos(Vk,ℓ − V̂k,ℓ), (4.7)

and λvmm and λif are the weights for the loss components.

4.3.2 Weighted loss functions

At high frequencies, we utilize the von Mises mixture model-based phase loss, Lvmm, to mitigate

the sign indetermination problem. For low frequencies, we use the von Mises distribution-based

phase loss, Lp, which we have found to be effective through empirical testing. Weights are

incorporated into the loss function as follows.

Frequency-specific weights

Instead of using a fixed weight for all frequency bins, this thesis utilizes weights that vary in

accordance with frequencies to control the impact of Lp and Lvmm on the loss function. The loss

function with frequency-specific weights is defined as

Lfw(Φ, Φ̂) = −
∑
k,ℓ

(
αp(k)Cp

k,ℓ + αvmm(k)Cvmm
k,ℓ

+λifC if
k,ℓ + λgdCgd

k,ℓ

)
,

(4.8)

where αp(k) and αvmm(k) are the weights of Cp
k,ℓ and Cvmm

k,ℓ , respectively. The preliminary idea

for the weights is illustrated in Fig. 4.1, in which Cp
k,ℓ is used at low frequencies with high

weights while Cvmm
k,ℓ is assigned low weights to reduce the effect of unstable phase elements at

high frequencies. k1 and k2 are the boundary frequencies for the phase losses. The weights for

C if
k,ℓ and Cgd

k,ℓ are constant because, unlike the phase, the values of the IF and GD are not linearly

dependent on the frequency.
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Figure 4.1: Illustration of weights of Lfw.

Amplitude weights

In addition to frequency-specific weights, amplitude weights are also used to emphasize the

importance of high-amplitude TF bins. By incorporating amplitude weights, (4.8) becomes

Lafw(Φ, Φ̂) = −
∑
k,ℓ

Wk,ℓ

(
αp(k)Cp

k,ℓ + αvmm(k)Cvmm
k,ℓ

+λifC if
k,ℓ + λgdCgd

k,ℓ

)
,

(4.9)

where

Wk,ℓ =

|Xk,ℓ|, if |Xk,ℓ| < γ

γ, otherwise
, (4.10)

and γ is the weight cutoff, which is used to reduce the gap between low and high amplitudes,

thereby preventing the model from excessively fitting the phase at high-amplitude TF bins.

4.3.3 Integrating the IFPD to the loss function

Conventional loss functions utilize the GD loss to preserve the phase relationship across fre-

quencies. However, as a phase difference between two consecutive bins as in (2.3), the GD may

only capture the local relationship. Meanwhile, all frequency bins in a frame are interdependent

because they are calculated from all the samples in the signal frame. To enhance the connections

of the reconstructed phase elements along the frequency we integrate U (i)
k,ℓ into the loss function

as

Lafw_gd+(Φ, Φ̂)=−
∑
k,ℓ

Wk,ℓ

(
αp(k)Cp

k,ℓ+αvmm(k)Cvmm
k,ℓ

+λifC if
k,ℓ +

∑
i∈S

λgd(i)Cgd(i)
k,ℓ

)
,

(4.11)

where S is a set of frequency hops used to calculate U
(i)
k,ℓ. C

gd(i)
k,ℓ is defined similarly to Cgd

k,ℓ, and

λgd(i) is its weight.

It is worth noting that the same technique can be applied to the IF to enhance phase

relationships along the time. For the scope of this paper, we only consider the GD extension.
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Figure 4.2: Example of two frames with shift of 1 sample.

4.3.4 Data augmentation

The phase is well-known to be sensitive to the waveform shift, as even a small shift of the signal

in the time domain can lead to a significant change in the phase spectrogram. Fig. 4.2 illustrates

the amplitude and phase spectra of two signal frames with the shift of 1 sample. We can see here

that the phase spectra are very different while the amplitude spectra are almost the same. When

training DNNs to estimate the spectral information, conventional methods usually calculate the

STFT of the signal once and use it for every epoch. In other words, since the typical window

shift is larger than 1 sample, if one frame in Fig. 4.2 is used for training, the other will be ignored,

even though both frames contain useful information about variations of the phase.

To augment the training data, for each epoch, we randomly shift the signals by m samples

before calculating the STFT. The shifted signal is defined as

x′(n) = x(n+m). (4.12)

This is equivalent to removing the first m samples of the signal. The shift m is limited in [0, R).

If m is equal to the window shift R, frame ℓ of x′(n) is identical to frame (ℓ+ 1) of x(n).

The augmentation can be extended in cases where high-resolution data are available. By

shifting the signal before resampling it to the target sampling rate, we will be able to achieve a

shift of less than 1 sample.
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Figure 4.3: Diagram of convolutional recurrent network.

4.4 Experiments and results

4.4.1 Experimental setup

The experiment is divided into two parts. First, we compared the performances of the DNN-

based phase reconstruction using the proposed loss functionsLfw (hereafter, FW),Lafw (hereafter,

AFW), andLafw_gd+ (hereafter, AFW_GD+) with the conventional loss functionsLp [41] (hereafter,

P), Lpgd [41] (hereafter, PGD), and Lvmmifgd [80] (hereafter, VMMIFGD). For a fair comparison,

the proposed data augmentation was applied to all methods. To evaluate the efficacy of the

data augmentation scheme, we trained a model using Lp without augmenting the data (here-

after, P_noAug). In the second part of the experiment, we compared the proposed method,

AFW_GD+, with other non-DNN real-time phase reconstruction methods including RTISI (here-

after, RTISI) [77], SPSI (hereafter, SPSI) [78], and RTPGHI (hereafter, RTPGHI) [79]. For

these non-DNN methods, we set the number of look-ahead frames to zero so that they are all

causal. We also included the offline version of RTPGHI (i.e., PGHI [81]) for comparison.

PESQ, STOI and consistency measure are also used for evaluation metrics.

The training data were the training set of the TIMIT Acoustic-Phonetic Continuous Speech

Corpus [67], which consists of recordings of 462 speakers of eight dialects of American English

each reading ten sentences. The sampling rate is 16 kHz. The test was conducted on 300 samples

(150 men and 150 women) randomly selected from the test set of TIMIT.

The weights were selected empirically for this preliminary work. We fixed λif and λgd to

1.0 and then varied the other weights for several values around 1.0. As a result, for all loss

functions, λp was set to 1.0, and λvmm was set to 0.1. The boundary frequencies k1 and k2 were

set to 25 and 100, respectively. After normalizing the speech signals to the active level [82] of

−30 dB, the cutoff γ was set to 0.07. For Lafw_gd+, we considered only one extension of the GD,
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Figure 4.4: Performances of different loss functions for DNN-based phase reconstruction, where

blue and red respectively indicate conventional and proposed methods.

i.e., S = {1, 2}, corresponding to the weights λgd(1) = 1.0 and λgd(2) = 0.1.

For real-time phase reconstruction, we utilized a causal DNN architecture, i.e., the convo-

lutional recurrent network (CRN) [83], as shown in in Fig. 4.3. The encoder and decoder were

designed symmetrically, each comprised five convolutional/deconvolutional layers with gated

linear units [84] (ConvGLU/DeconvGLU). For each layer, we used a kernel size of 2× 3 (time

× frequency), stride of (1, 2), and number of channels of 64. We also applied the instance

normalization (IN) [85] and parametric rectified linear unit (PReLU) after each layer, except for

the last layer. Temporal information was modeled by two layers of long short-term memory

(LSTM) with 256 units per layer. The dense layers were utilized to convert the dimensions of

the output/input of the encoder/decoder to the input/output of the LSTM layers. In total, the

model consisted of nearly 2.2 million parameters.

The input of the models was the log amplitude spectrogram normalized to zero mean and unit

variance. The output was the phase spectrogram. The STFT was calculated using a Hamming

window with a 32-ms length, 8-ms shift, and 512-point DFT. The Adam optimizer was used

with a batch size of 4 audio samples and the learning rate of 10−5. For the first part of the

experiments, each model was trained for 1000 epochs. The model in the second part was trained

for 10 000 epochs.
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Figure 4.5: Performances of real-time phase reconstruction algorithms (except PGHI).

4.4.2 Experimental results and discussion

Fig. 4.4 compares the performances of loss functions for DNN-based phase reconstruction,

which exhibit a similar pattern for all metrics. In the comparison of the first two methods, P

performs notably better than P_noAug, even though they use the same loss function Lp. This

highlights the efficacy of the proposed data augmentation. Although the shifting technique

is not a novel approach, it may have been overlooked in training DNNs for estimating the

amplitude because the amplitude changes slowly over time, and this type of data augmentation

may not have much of an effect. However, the experimental results here demonstrate that

the shifting technique can be highly beneficial for phase reconstruction. Fig. 4.4 also shows

that, in comparison with the conventional loss functions, the proposed loss functions FW, AFW,

and AFW_GD+ gradually lead to a better performance, thereby demonstrating the efficacy of

the frequency-specific weights, amplitude weights, and the extended GD in DNN-based phase

reconstruction. We have found that these DNN-based models for phase reconstruction perform

better when the fundamental frequency of the signal is low and become less stable when the

fundamental frequency is high. This leads to the large ranges of their scores as well as overlaps

between these score distributions. However, the paired sample t-test demonstrated that all the

improvements are statistically significant, except between the consistency measures of VMMIFGD

and FW. In addition, the final proposed method, AFW_GD+, clearly outperforms all conventional

methods.

Fig. 4.5 presents a comparison of real-time phase reconstruction algorithms, with the offline

algorithm PGHI as a reference. The results here reveal that the proposed method achieves
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superior performances in PESQ and STOI while maintaining a comparable consistency measure

to other real-time algorithms. In addition, the proposed method even outperforms the offline

PGHI algorithm in PESQ and slightly underperforms in STOI. These results demonstrate the

efficacy of the DNN-based method in real-time phase reconstruction.

Another advantage of the DNN-based methods is their flexibility for adaptation to various

applications. For example, when a noisy/mixed phase is available, it can easily be incorporated

as input to improve the performance of the model. A drawback of the conventional non-DNN

methods is that they usually require a clean amplitude to estimate the phase. In contrast, DNNs

can estimate the phase by using any features that contain the phase information, even if they are

not clean. However, the DNN-based phase reconstruction still faces the challenge of rapid phase

changes at high frequencies. Although this paper proposes using low weights for the phase

loss to reduce the sensitivity, it does not fully address the problem of effectively reconstructing

the high-frequency phase. Possible directions for future work include utilizing other advanced

DNN architectures to better model the phase sensitivity and incorporating other phase features

to enhance the phase structure.

4.5 Conclusions

This chapter presented improvements to DNN-based real-time phase reconstruction. Utilizing

the varying properties of the phase as a basis, this thesis proposed loss functions that incorporate

frequency-specific weights, amplitude weights, and an extension of the GD. In addition, a

data augmentation scheme was introduced to improve the model generalization. Experimental

results demonstrated the efficacy of the data augmentation and the superior performance of the

proposed loss functions compared to conventional loss functions. The results also showed that

the proposed method outperforms other non-DNN real-time phase reconstruction methods.



Chapter 5

Conclusions and Future Works

5.1 Conclusions

This thesis investigated the phase-based features and proposed phase reconstruction algorithms

for both offline and online conditions.

The wrapping issue obscures the underlying structure of the phase, making it difficult to

extract useful information. To address this issue, an approach is to transform the phase into

alternative representations. In Chapter 2, this thesis explored several phase-based features,

including the IF, GD, IFD, RPS, and PD, which have been conventionally used. Additionally,

two novel phase-based features, namely the DIF and IFPD, were introduced and their properties

were investigated.

The aim of phase reconstruction is to estimate a phase spectrogram for a given amplitude

spectrogram to reconstruct the time-domain signal. In Chapter 3, this thesis presented two

approaches for the second stage of two-stage phase reconstruction algorithms, i.e., the weighted

LS method and the ML-based method using the von Mises distribution. In the theory discussion,

this thesis analyzed the GD properties and interpreted the roles of the phase relationships between

TF bins in the ISTFT. Both objective and subjective experiments showed that the performance of

the ML-based method using the IFPD is superior to other methods that use only the IF and GD.

The results also suggest that ML-based methods perform better than other methods in the second

stage, and the use of amplitude weights significantly improves the results of the conventional

LS-based method.
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For real-time phase reconstruction, in Chapter 4, this thesis proposed loss functions to train

a causal DNN model. Utilizing various properties of the phase, frequency-specific weights, am-

plitude weights, and the IFPD were incorporated into the loss functions to enhance the training

process. In addition, a data augmentation scheme was introduced to improve the model’s gener-

alization. Experimental results demonstrated the superior performance of the proposed method

compared to other conventional DNN-based and non-DNN phase reconstruction algorithms.

5.2 Future Works

Future work includes investigating the properties and potential applications of phase-based

features. One promising direction is to incorporate these phase features as auxiliary inputs, in

addition to the amplitude, to improve the DNN models.

Regarding the two-stage phase reconstruction algorithms, future work will investigate the

effects of the first stage on the final results. This investigation will include using other advanced

DNN architectures and combining the models in the first stage into one model with multiple

outputs.

In the context of online DNN-based phase reconstruction, a key research objective will be

addressing the challenge of rapid phase changes at high frequencies. Potential approaches may

involve leveraging other advanced DNN architectures to better model the phase sensitivity and

incorporating other phase features to enhance the phase structure.

Furthermore, extending the application of phase reconstruction to other areas, such as STFT-

based speech synthesis and speech enhancement, shows promise for future research directions.
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