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abstractt 
In this paper, we describe difference between human perception and machine perception 

in the similarity of art images. Here the term "machine" is referred to methods using features 
extracted from a deep learning model. Currently, similarity calculated using such deep-learning 
features is used in various purposes such as for building image search engines and image 
recommendation systems. However, when humans judge similarity, they consider multiple 
aspects such as color, style, brightness, and scene. Therefore, we investigate such difference 
using ukiyo-e images in the possession of ARC and report our findings. 

The digitization of artworks is a recent 
trend, which has also driven the development of 
online databases and recommender systems (e.g. 
Li et al., 2020; Messina et al., 2019; He et al., 
2016, all the three being about online databases 
and the last two also about recommender 
systems). Ukiyo-e, a kind of Japanese woodblock 
print, has remained popular since the 17th 
century (Kikuchi et al., 1969); it is an important 
part of art history (Li et al., 2020). In the 1990s, 
Art Research Center (ARC) of Ritsumeikan 
University launched a project for digital 
archiving of cultural assets (Bincsik et al., 2012). 

As one of the representative ukiyo-e databases, it 
has publicly released more than 19,000 ukiyo-e 
images online1). In 1996, the Web Gallery of Art2), 
a database containing more than 51,400 art 
reproductions, was made public on the internet. 
More recently, online artwork databases Google 
Arts & Culture3) and WikiArt4) have flourished 
since their inception.

The online artwork databases mentioned 
above have a large amount of data. When the 
user browses their contents, this causes 
confusion and reduces the user experience. 
Recommender systems help users discover items 
of interest from a vast resource collection 
(Pradhan et al., 2020b). Therefore, for later 
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developed online artwork databases (e.g., Google 
Arts & Culture and WikiArt), the introduction of 
a recommender system is the norm. Earlier 
online artwork databases, such as the ARC 
database and Web Gallery of Art, were built even 
before the introduction of classic content-based 
filtering (CBF) (Melville et al., 2002) or 
collaborative filtering (CF) (Breese et al., 1998) 
recommender systems, not to mention the more 
recent hybrid recommendation (HR) (He et al., 
2016; Pradhan et al., 2020b) and network-based 
recommendation (Yu et al., 2018). Despite the 
rapid changes in technology, the similarity 
between items still has a huge impact on CBF 
(Messina et al., 2019), HR (Pradhan et al., 2020b), 
and even network-based recommendation 
(Pradhan et al., 2020a). To implement a 
recommender system for image databases, such 
as the ukiyo-e artwork database by ARC, it is 
needed to employ a method to measure the 
similarity in contents between images. 

Similarity between images can be 
computationally measured using image-
processing techniques. With the development of 
deep learning technology, methods that employ 
deep features (i.e., image features derived from a
deep-learning network) have been proposed for 
solving image processing related tasks. For 
example, to represent the style of an image, the 
Gram matrix was used and applied to feature 
maps in a deep-learning network (Gatys et al., 
2016). In addition, Chu et al. (2016, pp. 402-406) 
and Matsuo et al. (2016, pp. 309-312) proposed 
several representations based on deep feature 
maps, respectively. Wei et al. (2017, pp. 60-62) 
explored whether those image representations 
could be used to calculate image-style similarity. 
Recently, Chu et al. (2018, pp. 2491–2502) and 
Zhang et al. (2021, pp. 3106–3114) used those 
image representations for image classification 
and recommendation, respectively. In this work, 
we aim at verifying the difference in image 
similarity between that perceived by humans 
and that calculated by machines, in particular, 
state-of-the-art methods using deep features. 
This study reveals that they are significantly 
different by comparing results in image selection 
(i.e., selecting two most similar images from a set 
of images) by 41 participants and three kinds of 
deep-feature-based methods. It is noted that this 
study also takes the difficulty of questions into 

consideration; and relevant results, to be 
discussed in Sections 4.2 and 4.3, reveal that the 
above three methods perceive the similarity of 
artworks differently from humans even on easy 
questions, in which most humans have the same 
answer for the most similar image pair of 
artworks.

An image can be represented by a set of 
features. Such features include those derived 
from the image itself and those available in its 
keywords and description. We focus on the 
former type of features, in particular deep 
features which are shown promising for image 
processing related tasks in the literature (Gatys 
et al., 2016; Chu et al., 2016; Matsuo et al., 2016; 
Wei et al., 2017; Chu et al., 2018; Zhang et al., 
2021).

This study continues the practice of the 
above work (Gatys et al., 2016; Chu et al., 2016; 
Matsuo et al., 2016; Wei et al., 2017; Chu et al., 
2018), using the VGG-19 model trained on the
ImageNet dataset. From our previous study (Wei 
et al., 2017), image representations based on 
deep features using the Gram matrix, Cosine 
matrix, and Gram-dot-Cosine matrix are the best 
three, among five examined, in the similarity 
calculation of ukiyo-e images. Here, the ijth

element of the Gram matrix representation is=  ,            (1)
where and are the th and th feature 
maps in the th layer of the neural network, and 

is the kth element of the feature map.
The ijth element of the Cosine matrix and 

the Gram-dot-Cosine matrix, both proposed by 
Chu and Wu (2016, pp. 402-406), are given below, 
respectively. =  || || || ||          (2)=              (3)

Note that the Cosine matrix is the cosine 
correlation between the feature maps and the 
Gram-dot-Cosine is the matrix obtained by 
element-wise multiplying the values of both 
Gram and Cosine matrices. In addition, to use 
these matrices as deep features, they are 
reshaped to a one-dimensional vector, called 
feature vector. These three feature vectors are 
used in the experiment below.
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We conduct an experiment on a selected 
ukiyo-e image dataset, with the purpose of 
verifying whether image similarity calculated 
based on each of the above three deep features is 
consistent with human perception. All 
experimental data can be found on our Open 
Science Framework page5. 

There are various genres of ukiyo-e images 
in the ARC ukiyo-e database. Only a few of them 
have more than one thousand images, and some 
of them have hundreds, but most of them have 
only a few dozen. Therefore, to obtain reliable 
experimental results, 100 samples were 
randomly selected from each of the top four 
genres that have the largest number of images. 
Those 100 samples per genre were then randomly 
divided into 20 image groups, in each of which 
participants will select the pair of the most 
similar images. It is noted that grouping is done 

by randomization to prevent bias in the data. 
Table 1 shows the four genres of ukiyo-e images 
that are used in our experiment.

Our experimental procedure consists of 
three steps as follows:

(1) Employ the aforementioned deep 
features to calculate the similarity of a pair of 
images in each image group,

(2) Conduct a questionnaire to obtain the 
subjective perception of image similarity in each 
image group, and

(3) Compare and analyze the difference in 
similarity between that perceived by humans 
and that calculated by each deep-feature-based 
method.

Each ukiyo-e image used in this experiment 
is input to the deep Convolutional Neural 
Network VGG-19 (Simonyan et al., 2015), and 

Example Image Genre Description

Yakusha-e Portraits of individual artists 
(sometimes in pairs).

Bijin-ga Images of beautiful women

Meisho-e Images of famous places

Monogatari-e Images of folktales and mythologies
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the resulting values at the conv5_1 layer, 
containing 512 layers, of VGG-19 are extracted.
This layer of VGG-19 was shown to have the best 
performance in previous work (Chu et al., 2016; 
Matsuo et al., 2016) for the task therein, and was 
also used in the work of Wei et al. (2017, pp. 60-
62). Note that VGG was also recently used to 
extract the features and style information of 
images (Wu et al., 2021), which shows that the 
model is still promising. Extracted values are 
then used to calculate any of the aforementioned 
three representations of the image, i.e., Gram 
matrix (Gram), Cosine matrix (Cosine), and 
Gram-dot-Cosine matrix ( ). Because 
all the three representation methods are 
symmetric, the redundant information in their 
512 × 512 matrix is removed by only 
considering the elements of the lower triangle 
(including those on the diagonal) to form a 
131,328 × 1 feature vector. In this work, the 
similarity of any two images is derived using the 
Euclidean distance between their feature vectors, 
those with the lower the distance the higher the 
similarity.

Participants: We initially recruited 54 
multi-national students studying computer 
science in our university. Participants who self-
reported of no visual impairment, through the 
questionnaire described below, and completed 
the entire questionnaire were included in our 
analysis. This results in the number of valid 
participants = 41.

Questionnaire: We conducted an online 
questionnaire. First, participants need to 
perform a self-assessment regarding ukiyo-e 
familiarity, their areas of study, and visual 
impairment. Then, each participant is asked 80 
questions (4 genres with 20 image groups per 
genre), as shown in Figs. 2, 3, and 4. In each 
question, they were asked to select the most 
similar pair of images from each group of 5 
images, where this number was empirically 
determined. 

Tables 2 and 3 show the overall 
experimental results. The notations in use are 
defined as follows:

Ps(x) is the ratio of selecting the image pair 
of type x in an image group by 
participants and is defined as( ) =  (4)

where N is the number of participants (in 
this study N = 41), and x represents
Majority, Gram, Cosine, and 
whose image pair is most selected by the 
participants or is selected due to having 
the lowest Euclidian distance for Gram, 
Cosine, and feature vectors, 
respectively. In Table 2, Avg Ps(x) is the 
average of Ps(x) for each genre. Please 
note that the sum of each column in Table 
2 is not necessarily constrained by 100% 
because image pairs selected by these four 
methods do overlap.

Agree(x) is the ratio that the image pair of 
type x, defined above, are the same as 
that of Majority and is defined as( ) =  (    ? )       (5)

where is the total number of questions 
per genre (in this study = 20); and the 
“ == ? 1: 0 ” expression, using 
the ternary operator, means that when 
is , is 1, otherwise 0.

As can be seen from Table 2, on average, 
53.05% of the participants selected the same pair 
for each question in the questionnaire. For 
humans, Yakusha-e is the most difficult genre to 
select similar images, while Monogatari-e the 
least difficult one. The average ratios of 
participants selecting the same image pair as 
each of the three deep-feature- based methods 
are only 26.62%, 30.67%, and 26.13%, 
respectively. These results show that the deep- 
feature-based methods or machines select image 
pairs differently from participants or humans.

Table 3 shows that the agreement ratio 
between each deep-feature-based method and the
majority of participants is low: 40%, 43.75% and 
36.25% respectively. Among the three deep- 
feature-based methods, the one using the Cosine
feature vector outperforms the others for

Yakusha-e (%) Bijin-ga (%) Meisho-e (%) Monogatari-e (%) All (%)
AvgPs(Majority) 47.68 50.49 53.66 60.37 53.05

AvgPs(Gram) 20.00 32.80 29.27 24.39 26.62
AvgPs(Cosine) 30.49 31.46 34.27 26.46 30.67

AvgPs(Gram·Cosine) 19.76 30.98 28.78 25.00 26.13
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Yakusha-e (%) Bijin-ga (%) Meisho-e (%) Monogatari-e (%) All (%)
Agree(Gram) 35.00 55.00 35.00 35.00 40.00
Agree(Cosine) 40.00 50.00 45.00 40.00 43.75

Agree(Gram·Cosine) 35.00 45.00 30.00 35.00 36.25

Yakusha-e, Meisho-e, and Monogatari-e, except 
for Bijin-ga where the Gram feature vector has 
the highest performance. In fact, this trend can 
also be seen in Table 2. These results indicate 
that when building a recommender system with 
an expectation to recommend similar images to 
humans, it is important to keep in mind that 
there exists discrepancy between similarity 
perceived by machines and that by humans. As a 
result, results from such systems might need to 
be adjusted, which however is beyond the scope 
of this paper.

How much does the difficulty of questions 
influence the selection of similar images? Will 
machines think more like humans in easy 

questions in which people's judgement is less 
divided? In order to obtain some insights to these 
questions, we perform an analysis according to 
question difficulty. Here, we consider a question 
of interest an easy question when a large number 
of participants have the same answer for the 
most similar image pair. Similarly, we consider 
it a difficult question when participants’ answers 
are split. In other words, our definition of 
“difficulty” is inversely related to “the agreement 
of similarity judgements among participants. We 
sort questions according to Ps(Majority) from 
high to low. Tables 4 and 5 show the results on 
the top-10 easiest and most difficult questions, 
respectively.

Rank Genres Avg Ps
(Majority) 

(%)

Majority
==

Gram?

Majority
==

Cosine?

Majority
==

?
1 Meisho-e 95.12 TTrue True True 
2 Yakusha-e 92.68 False TTrue False
3 Meisho-e 92.68 False TTrue False
4 Monogatari-e 90.24 False False False
5 Monogatari-e 87.80 False False False
6 Meisho-e 85.36 False False False
7 Bijin-ga 82.92 TTrue True True 
8 Yakusha-e 80.48 False TTrue False
9 Monogatari-e 78.04 False False False

10 Monogatari-e 75.60 False False False

Rank Genres Avg
Ps(Majority) 

(%)

Majority
==

Gram?

Majority
==

Cosine?

Majority
==

?
10 Bijin-ga 34.14 TTrue True False
9 Yakusha-e 31.70 False False False
8 Bijin-ga 31.70 TTrue False TTrue 
7 Meisho-e 29.26 False False False
6 Yakusha-e 24.39 False False False
5 Yakusha-e 24.39 TTrue False TTrue 
4 Yakusha-e 24.39 False False False
3 Meisho-e 24.39 False True False
2 Bijin-ga 24.39 TTrue True False
1 Bijin-ga 19.51 False False False
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In the set of top-10 easiest questions, 
nearly half of them are Monogatari-e. However, 
there is no Monogatari-e question in the set of 
top-10 most difficult questions. These results 
indicate that, compared to the other genres used 
in this study, it is less difficult for humans to 
find the most similar Monogatari-e images. In 
addition, only one question using Bijin-ga 
images resides in the former set, but 40% of the 
questions in the latter set are from this genre, 
which indicates that Bijin-ga is more difficult 
than other genres for humans to find the most 
similar images. 

The best deep-feature-based method, in 
terms of matching with Majority, is the one using 
the Cosine feature vector for Yakusha-e, Meisho-
e, and Monogatari-e and the Gram feature vector
for Bijin-ga. However, their average performance 
for all the genres is no more than 50%. This also 
shows that, as far as ukiyo-e images are 
concerned, there is a notably difference in the 
perceived similarity between humans and 
machines.

Fig. 1 shows the cumulative moving 
average of Ps(x) for each method x over the list of 
all questions sorted by Ps(Majority) in 
descending order. All methods have a decrease 
trend because more and more difficult questions 
appear later in the list. The trend of Gram and 
that of are indistinguishable from 
each other. For Cosine, the method is remarkably 
more accurate for easy questions than both Gram
and 

Let define easy questions as those with
Ps(Majority) above 80%, by which there are eight 
of such questions (questions 1 to 8), accounting 
for 10% of the questions in this study. For those 
questions, on average 88.41% of the participants 
form a consensus in image similarity. In contrast, 
the deep-feature-based methods could reach only 
57.01% with Cosine, while much less 23.47% 
with both Gram and . 

In all of our questions, there is only one tie 
result where the question has multiple Majority
pairs (the ‘3’ in Table 5). Fig. 2 shows the 
question. The three Majority pairs are (a) - (b), (c) 
- (d) and (c) - (e), all with 24.39% of votes. Gram
and osine both take the (a) - (d) pair, but 
Cosine takes (a) - (b), which is one of the Majority
pairs. As a result, for tie-breaking, Majority is 
deemed as Cosine in this case, as shown in Table 
5.

Fig. 1.. The cumulative moving average of Ps(Majority), 
Ps(Gram), Ps(Cosine), and Ps( ) in 
red, green, blue, and yellow, respectively, where 
the 80 questions are sorted in decreasing order 
of Ps(Majority) 

Fig. 2.. A special case where multiple Majority pairs
exist

Fig. 3.. An example set of ukiyo-e images where the 
most similar image selection is the same 
between humans and the deep-feature-based 
methods

Fig. 3 shows an example where 95.12% of 
the participants and all the deep-feature-based 
methods chose (d) - (e) as the most similar images. 
Fig. 4 shows an example set of 5 ukiyo-e images 
where 90.24% of the participants chose (d) - (e) as 
the most similar images. It is evident that from 
the human perspective since this pair looks 
similar at first glance, both depicting a scene of 
war.
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Fig. 4.. An example set of ukiyo-e images where the 
most similar image selection is different 
between humans and the deep-feature-based 
methods  

However, all the deep-feature-based methods 
took a different pair: (c) - (e).

In Fig. 3, (d) - (e) pair has three similarities: 
the size ratio (vertical print), the item (the person 
wearing the straw hat) and the artistic 
conception (the scene along the river). In Fig. 4, 
according to the results of Majority, the 
similarity of human perception is affected by the 
size ratio (horizontal prints of the triplet) and the 
artistic conception (the battle between the two 
armies). The deep-feature-based methods are 
more concerned about whether there is similar 
item (the victorious samurai in (c) and the 
rightmost soldier in (e)) in the images.

This paper focuses on the difference in 
perceived similarity between humans and 
machines. However, human-perceived similarity 
also has shortcomings; it is subjective as the 
understanding of similarity is different for each 
individual, and how to measure the human-
perceived similarity is a difficult problem. 
Nevertheless, Díaz-Agudo et al. (2021, pp. 48–63) 
proposed a method of mixing different kinds of 
similarity--namely color similarity, content 
similarity, emotion similarity, and knowledge 
similarity--to measure the human-perceived 
similarity, and verified the effectiveness of the 
method through experiments. Their work 
provides us a direction for data collection in 
future work--we will collect human-perceived 
similarity in different kinds.

This paper investigated whether deep-
feature-based methods perceive the similarity 
between ukiyo-e artworks similarly to humans or 
not. An online questionnaire was designed and 
answered by 41 participants, for verifying the 
performance of each deep-feature-based method 
used in the experimentation. We analyzed 
experimental results from the aspects of genre 
and difficulty, have revealed that there is a 
considerable difference between humans and the 
state-of- the-art deep-feature-based methods in 
the perception of ukiyo-e image similarity.

In the future, using a larger size of 
participant population with a higher variety of 
background, we plan to extend our method to 
examine the difference between humans and the 
deep-feature-based methods in the similarity 
perception of other kinds of artwork images. 
Moreover, we will develop a game with a purpose 
(GWAP) that allows players to label the image 
similarity for a given pair of images while playing 
the game. Based on the acquired similarity data 
through this game, we plan to develop deep-
feature-based methods for calculation of image 
similarity whose results match more with human 
perception by taking into account aspect ratios 
and artist's conceptions.
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