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#### Abstract

In this thesis, novel high-accuracy positioning methods of Global Navigation Satellite System (GNSS) are proposed for centimeter augmentation and millimeter displacement detection, and its accuracy and convergence performances are validated.

The author has been developing a prototype centimeter-level augmentation service, which was adopted from the Quasi-Zenith Satellite System (QZSS) of Japan's Cabinet Office. In the proposed mathematical structure of the GNSS high-accuracy positioning augmentation system, accuracy and convergence time of the GNSS were improved by using the characteristics of 5G mobile communication networks. Compared with QZSS specifications, the horizontal root mean square improved from $3[\mathrm{~cm}]$ to approximately 1 [ cm$]$, and the convergence time decreased from $60[\mathrm{~s}]$ to approximately 3 [s]. These improvements can contribute to safety and mobility performances of automated navigation. novel algorithms were also proposed for achieving millimeter displacement detection. Orthogonal functions are used in the proposed algorithms to retrieve measurement data from noise and detect the occurrence time of displacement, and the performances of the proposed method was validated. This method can reduce the displacement measurement time from the current 24 [ h$]$ to approximately $1[\mathrm{~h}]$ in quasi-real time to promptly warn of impending landslide disasters. Thus, the proposed method can save many lives and considerable property.

A brief introduction is presented in Chapter 1. In Chapter 2, the structure and mechanisms of the developed centimeter augmentation system and its algorithms have been presented. This method is adopted to 3rd-Generation Partnership Project (3GPP) of mobile communication standards and can become the foundational technology of automated mobility and smart societies in the future. Chapter 3 describes the performance validation of the proposed high-accuracy positioning system though experiments using real data.


In Chapters 4 and Chapter 5, the author applied the high-accuracy GNSS positioning technology to millimeter displacement detection retrieved information of a fine displacement from observation with noise. Thus, the results revealed that novel the algorithm can be used prevent landslide disasters and structure collapses.

Thus, a realtime centimeter augmentation and semi-realtime millimeter displacement detection method with high-accuracy and short observation span can be obtained proposed by using GNSS systems and the proposed method. The proposed method can be a fundamental technology that can enable automated navigation and high-accuracy positioning, safe and manageable spatial migration and disaster management, and improvement of the quality of life.
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## 1 INTRODUCTION

The author of the present dissertation has been developing Global Navigation Satellite System (GNSS) centimeter augmentation system and its applications ${ }^{[1]}$. The results of his development have been adopted from Japanese national GNSS system; Quasi-Zenith Satellite System (QZSS) Centimeter Level Augmentation Service (CLAS), International Organization for Standardization (ISO) 18197:2015, ISO/DIS 24246, and 3rd Generation Partnership Project of mobile communication system (3GPP) Release 16 for the precise point positioning by using smartphones and next generation internet of things (IoT). These heritages are globally leading the automated transportation of pedestrians, vehicles, maritime, aviation, and space in the 21st century

In the initial two decades of this century, several countries provide their constellations of GNSS such as U.S. Global Positioning System (GPS) ${ }^{[2]}$, Japanese QZSS ${ }^{[3]}$, Russian GLONASS ${ }^{[4]}$, European Galileo ${ }^{[5]}$, Chinese BeiDou navigation satellite systems (BDS) ${ }^{[6]}$, Indian NavIC ${ }^{[7]}$, Satellite Based Augmentation Systems (SBASs) mainly for civil aviation, and they have been utilized as an international public service. GNSS positioning applications have been expanding in each region across the world.

In the purpose to maximize the capability of these GNSS constellations, the respective regions have deployed additional GNSS positioning augmentation systems using continuously operating reference station (CORS) networks. These facilities generate different types of corrections to mitigate atmospheric propagation errors and satellite errors, as well as provide integrity information. The application of these augmentation functions helps to achieve higher performance for GNSS positioning.

Along with the development of the GNSS constellations, GNSS reference stations have been established across populous and economic areas of the world. Industrialized countries have adopted precise positioning thanks to this integrated GNSS infrastructure in global, regional, and
national areas. Positioning users in other parts of the world require similar GNSS infrastructure.

This thesis addresses two development results of high-accuracy positioning using GNSS. One is realtime positioning augmentation for precise navigation with centimeter accuracy. Another is semi-realtime displacement detection with millimeter accuracy.

In Chapter 2 and Chapter 3, the author addresses centimeter augmentation for realtime positioning and navigation using the characteristics of 5th generation (5G) mobile communication services. GNSS precise positioning is said to be the first application of the 5G services. It brings lower latency and large capacity for data transmission. The author has designed a new GNSS PPPRTK assistance system using these 5G excellences. PPP-RTK is a method of Precise Point Positioning (PPP) based on Real-Time Kinematic (RTK) networks. In the comparison to the existing system, this design made the horizontal accuracy from 3 [ cm$]$ to approximately $1[\mathrm{~cm}]$ and made the convergence time from $60[\mathrm{~s}]$ to approximately $3[\mathrm{~s}]$. These are the highest performances as the unidirectional assistance of real-time GNSS positioning for mass-market applications, that should be implemented into the smart society which we have been competitively building today.

In Chapter 4 and Chapter 5, the author addresses millimeter displacement detection in semirealtime. It equips mathematical algorithms to measure a destructive displacement buried in noise using GNSS precise positioning and the orthogonal function expansion of its positioning result. In reality, there are 525 thousand places in danger of landslide in Japan. The algorithms must retrieve a millimeter-scale small displacement in the observation noise; therefore, they apply the orthogonal functions from the class of Gegenbauger polynomials and the orthogonal even functions. This method informs the foreboding of a destruction and will save many lives and infinite property of assets in catastrophic disasters after the present time.

The author believes these GNSS precise positioning technologies will bring better quality of life for our society near future.

## 2 CENTIMETER AUGMENETATION

### 2.1 Introduction

European Commission (EC) published GNSS Market Report, which is widely cited in the international community in GNSS area ${ }^{[8]}$. According to this report, the world's people have 7 billion GNSS devices for Location Based Service (LBS). The LBS devices adopt 3GPP standards, which are applied in popular mobile communication services. The PPP-RTK method is the precise point positioning in the RTK networks ${ }^{[9,10]}$. The author has developed Centimeter-class Augmentation System (CMAS) as a prototype demonstrator using the first satellite of QZSS and is pursuing more precise and faster convergence positioning in research and development until the present time.

In this chapter, the author addresses the design of GNSS PPP-RTK assistance system for 5G mobile networks and its algorithms for the first time in the world. There are past papers which described about PPP-RTK algorithms ${ }^{[11]}$. However, they are not systems for 5G mobile network and include accumulated programmatic inefficiency and excessive complication.

The author reveals theoretically essential meaning as system requirements and describe a principally operational flow ${ }^{[12]}$, utilizing the heritage of application demonstrator for QZSS ${ }^{[13,14]}$, and this content is quite useful for social implementation of the most advanced positioning infrastructure.

### 2.2 5G mobile network

5G mobile network is standardized in the 3GPP organization, which made the standards of 4th Generation (4G)/Long Term Evolution (LTE). Various regions of the world are launching 5G mobile services today. The 5G technology consists of both Enhanced LTE (eLTE) and New Radio (NR) which uses entirely novel techniques. The 3GPP made the international agreement for
adopting GNSS PPP-RTK service in 3GPP Release 16. It requires the precise positioning service with atmospheric correction using carrier-phase measurement and State Space Representation $(\mathrm{SSR}){ }^{[15,16]}$.

The 3GPP mobile communication platform equips U-plane (User plane) and C-plane (Control plane), which are defined in its specifications. In particular, C-plane enables inner control for the network, and we can add the priority of service. The assistance data can be streamed through both planes.

The 5G mobile communication system is characterized by the performance of lower latency and larger capability. These features are also very useful and quite significant for precise positioning services

### 2.3 Design objective

The design objective is the highest performance of GNSS positioning system for mass-market applications using the latest technologies. Therefore, our target of this chapter is not a bidirectional service such as RTK or network RTK method, but a unidirectional service using broadcast channel such as a point pointing service.

In mobile networks, a bidirectional service needs a huge number of serving tasks, for example, tens of million transactions in a typical nation, but a unidirectional service only must serve by small number tasks. A unidirectional service is creating lower-cost higher-performance business.

### 2.3.1 Accuracy improvement

The existing system achieved the unidirectional correction across Japan ${ }^{[13]}$. This design also divides Japan into 12 areal networks shown as Fig. 2.3-1. Satellite clock and orbit errors physically do not depend on these areas, but ionospheric and tropospheric errors depend on the areas.


Fig. 2.3-1 Japanese Areal Networks in this design

The existing system calculates the common orbit error $\delta \bar{s}^{p}$ and the common clock error $\delta \bar{t}^{p}$ for the satellite " $p$ " across Japan, due to the constraint of only one L6 signal capacity. The L6 signal is one of QZSS signals which distribute the SSR corrections for the CLAS services. It means the optimal clock error $\delta t_{o, a}^{p}$ and the optimal orbit error $\delta s_{o, a}^{p}$ in respective areal network " $a$ ", have added the adjustment factors $\epsilon_{t, a}$ and $\epsilon_{s, a}$ respectively such that

$$
\begin{align*}
c \delta \bar{t}^{p} & =c \delta t_{o, a}^{p}+\epsilon_{t, a}  \tag{1}\\
\delta \bar{s}^{p} & =\delta s_{o, a}^{p}+\epsilon_{s, a} . \tag{2}
\end{align*}
$$

where, c is the light speed. In this case, "optimal" means to give a more accurate positioning result, focus on a positioning result, not clock or orbit accuracy, what the users do not need.

Therefore, the measured range error $\delta \rho_{k}^{p}$ at the reference station " $k$ ", has the dilution of accuracy from the optimal range such that

$$
\begin{equation*}
\delta \rho_{k}^{p}=\delta \rho_{o, a}^{p}+\epsilon_{t, a}+\epsilon_{s, a}, \tag{3}
\end{equation*}
$$

where $\delta \rho_{k}^{p}$ is the optimal value of the pseudorange error between the satellite " $p$ " and the reference station " $k$ ".

5G's larger capacity overcomes this constraint with ease, and directly provides $\delta t_{o, a}^{p}$ and $\delta s_{o, a}^{p}$ into respective areal networks. It contributes to maximize the accuracy, by deriving from the supreme PPP-RTK potential.

We have checked it by the theory and the experiments. Namely, the proposed design adopts independent orbit and clock corrections for respective areal networks deriving the most optimizing power of the Kalman filter technique ${ }^{[19]}$.

### 2.3.2 Convergence improvement

The existing system is constrained by the capacity of only one L6 satellite channel (1695bps) of QZSS. L6 satellite channel is used for Japan's original precise augmentation such as CLAS ${ }^{[14]}$ and MADOCA ${ }^{[27]}$. The 5G's higher speed contributes to dramatically minimize the convergence time into a few seconds. The proposed design will check it by experiments.

### 2.4 Error models

The PPP-RTK assistance system identifies the errors through the algorithms and extracts distributed elements as follows.

$$
\delta t^{p}, \delta s^{p}, \delta I_{k}^{p}, \delta \underline{T}_{k}, \delta b_{C}^{p}, \delta b_{L}^{p}
$$

where, $\delta I_{k}^{p}$ is the ionospheric correction, $\delta \underline{T}_{k}$ is the zenith vertical tropospheric correction at the reference station $k, \delta b_{C}^{p}$ is the code-phase biases, and $\delta b_{L}^{p}$ is the carrier-phase biases for signal-in-space (SIS) for respective signals.

### 2.4.1 Satellite errors

Satellite errors consist of the orbit error and the clock error as follows

### 2.4.1.1 Satellite clock error

The total ranging error by clocks is represented as $c \delta t=c\left(\delta t_{k}-\delta t^{p}\right)$. As might be expected, the assistance system corrects for $-c \delta t^{p}$, and the receiver corrects for $c \delta t_{k}$, as the responsibility of respective parts in the system of positioning.

The satellite clock error is modeled by second order polynomial as a functional model, and white noise process as a stochastic model.

### 2.4.1.2 Satellite orbit error

The coordinate $s^{p}$ of the satellite $p$ and its integrated vector $\boldsymbol{s}$ are respectively denoted by

$$
\boldsymbol{s} \equiv\left[\begin{array}{c}
s^{1}  \tag{4}\\
s^{2} \\
\vdots \\
s^{n_{s}}
\end{array}\right], \quad s^{p}=\left[\begin{array}{c}
x^{p} \\
y^{p} \\
z^{p}
\end{array}\right] .
$$

The satellite orbit is modeled by cartesian elements as a function model and tridimensional Gauss-Markov process as a stochastic model.

In addition, the coordinate $u_{k}$ of the position of the station $k$ and its integrated vector $\boldsymbol{u}$ are respectively dented by

$$
\boldsymbol{u} \equiv\left[\begin{array}{c}
u_{1}  \tag{5}\\
u_{2} \\
\vdots \\
u_{n_{k}}
\end{array}\right], \quad u_{k}=\left[\begin{array}{c}
x_{k} \\
y_{k} \\
z_{k}
\end{array}\right]
$$

The coordinate system is Earth-Centered Earth-Fixed (ECEF) for Eqs. (4) and (5). In practice, International Terrestrial Reference Frame (ITRF) is usually used. ITRF is specified in ISO 19161:2020. The orbit error $\delta \dot{s}_{k}^{p}$ on the line-of-sight from the satellite $p$ to the station $k$, is represented as Eq. (6), where $\tilde{s}^{p}$ is a satellite position which is calculated from the broadcast ephemeris data.

$$
\begin{equation*}
\delta \dot{s}_{k}^{p} \equiv \frac{\left(u_{k}-s^{p}\right)^{\mathrm{T}}}{\left\|u_{k}-s^{p}\right\|}\left\{\left(u_{k}-s^{p}\right)-\left(u_{k}-\tilde{s}^{p}\right)\right\} . \tag{6}
\end{equation*}
$$

Meanwhile, RTCM 10403.3 presents the orbits in the SSR form of radial, along-track, and cross-track components ${ }^{[16]}$, therefore they must be transformed into the ECEF coordinate systems.

### 2.4.2 SIS biases

SIS biases consist of the code-phase bias $\delta b_{C}^{p}$ and the carrier-phase bias $\delta b_{L}^{p}$, and the base signals are taken as L1C for GPS/QZSS and E1C for Galileo today. There are Cl and Cn for code signals, and $L 1$ and $L n$ carrier-phase signals, where $n=2$ or 5 for the second signals or bands.

### 2.4.2.1 Code-phase bias

For dual band, $\delta b_{C}^{p}$ is defined as $\delta b_{C}^{p} \equiv\left[\delta b_{C 1}^{p} \delta b_{C n}^{p}\right]^{\mathrm{T}}$ and respective elements are such that

$$
\begin{equation*}
\delta b_{C 1}^{p}=b_{C 1}^{p}-b_{C 1}^{p}=0, \tag{7}
\end{equation*}
$$

$$
\begin{equation*}
\delta b_{C n}^{p}=b_{C n}^{p}-b_{C 1}^{p}, \tag{8}
\end{equation*}
$$

where $b_{C 1}^{p}$ is the reference bias of the base signal.
The code-phase bias is modeled by a constant as a functional model, and integrated white noise process as a stochastic model.

### 2.4.2.2 Carrier-phase bias

Carrier-phase bias $\delta b_{L}^{p}$ is defined as $\delta b_{L}^{p} \equiv\left[\begin{array}{ll}\delta b_{L 1}^{p} & \delta b_{L n}^{p}\end{array}\right]^{\mathrm{T}}$ and respective elements are such that

$$
\begin{align*}
& \delta b_{L 1}^{p}=b_{L 1}^{p}-b_{C 1}^{p}  \tag{9}\\
& \delta b_{L n}^{p}=b_{L n}^{p}-b_{C 1}^{p} . \tag{10}
\end{align*}
$$

The carrier-phase bias is modeled by a constant as a functional model and integrated white noise process as a stochastic model.

### 2.4.3 Atmospheric errors

The atmospheric errors consist of the ionospheric error and the tropospheric error for centimeter positioning.

### 2.4.3.1 Ionospheric error

The ionospheric error $\delta I_{k}^{p}$ is modeled as the slant total electron content (STEC) such that

$$
\begin{equation*}
\delta I_{k}^{p}=\delta I_{L 1, k}^{p}=\frac{f_{L n}^{2}}{f_{L 1}^{2}} \delta I_{L n, k}^{p} \tag{11}
\end{equation*}
$$

where, $f_{L 1}$ and $f_{L n}$ are respectively the frequencies of $L 1$ and $L n(n=2,5)$ bands. There are other models of the vertical total electron content (VTEC) such as spherical harmonic and ball crown harmonic functions ${ }^{[34]}$. However, open PPP-RTK systems, which are such as QZSS CLAS and other SSR-distributed augmentation systems, adopt STEC as of now because of actual achievement.

The ionospheric error is modeled by a single layer polynomial $(\varphi, \lambda)$ and one bias per satellite (vertical delay) as a functional model and tridimensional Gauss-Markov process (one bias per receiver-satellite combination) as a stochastic model.

### 2.4.3.2 Tropospheric error

The tropospheric error $\delta \underline{T}_{k}$ is modeled using the vertical zenith tropospheric model at the station $k$.

$$
\delta \underline{T}_{k} \equiv\left[\begin{array}{ll}
\delta T_{H, k} & \delta T_{M, k} \tag{12}
\end{array}\right]^{\mathrm{T}},
$$

where, $\delta \underline{T}_{H, k}$ is the hydrostatic component, $\delta \underline{T}_{M, k}$ is the moisture component. We apply Saastaimonen's tropospheric model $Z(h, t){ }^{[17]}$ and Neil's mapping function $M\left(E_{k}^{p}\right){ }^{[18]}$, and $E_{k}^{p}$ is an elevation angle, $h$ is a height above the sea level. The slant tropospheric errors $\delta T_{k}^{p}$ is calculated from the zenith vertical tropospheric error $\delta \underline{T}_{k}$ as follows.

$$
\begin{align*}
\delta T_{k}^{p} & =M\left(E_{k}^{p}\right) Z(h, t) \delta \underline{T}_{k} \\
& =\left[\begin{array}{ll}
M_{H}\left(E_{k}^{p}\right) & M_{H}\left(E_{k}^{p}\right)
\end{array}\right]\left[\begin{array}{cc}
\frac{Z_{H}(h, t)}{Z_{H}(0, t)} & 0 \\
0 & \frac{Z_{M}(h, t)}{Z_{M}(0, t)}
\end{array}\right] \delta \underline{T_{k}} \\
& =M_{H}\left(E_{k}^{p}\right) \frac{Z_{H}(h, t)}{Z_{H}(0, t)} \delta \underline{T}_{H, k}+M_{M}\left(E_{k}^{p}\right) \frac{Z_{M}(h, t)}{Z_{M}(0, t)} \delta \underline{T}_{M, k} . \tag{13}
\end{align*}
$$

The troposphere error is modeled by the above formula as a functional model and two scaling parameter per station as a stochastic model.

### 2.4.4 Receiver-corrected errors

The station residual error $e_{f, k}^{p}$ which the assistance system does not distribute, is described as Eq. (14) where $f$ is the signal code or the signal frequency of carrier-phase. The right-hand side includes the parameters calculated by physical theories and/or measured in advance ${ }^{[14]}$.

$$
\begin{equation*}
e_{f, k}^{p}=\delta M_{k}^{p}+e_{A, f, k}+e_{E, k}+e_{R, k}^{p}+e_{D, f, k}, \tag{14}
\end{equation*}
$$

where

| $\delta M_{k}^{p}$ | $:$ multipath and auxiliary error, |
| :--- | :--- |
| $e_{A, f, k}$ | $:$ antenna phase center difference, |
| $e_{E, k}$ | $:$ earth tide error, |
| $e_{W, k}$ | $:$ carrier-phase wind up error, |
| $e_{R, k}^{p}$ | $:$ relativity error, |
| $e_{D, f, k}$ | $:$ station residual error. |

The antenna phase center difference of a receiver is taken by calibration as a functional model.
The multipath about a receiver is modeled by elevation dependent weighting as a functional model, and first order Gauss-Markov process as a stochastic model. A receiver has signal delay which is modeled by constant as a functional model, and integrated white noise process as a stochastic model. In general terms, the measurement noise is modeled by white noise process.

### 2.5 Observation equation

The observation equation is described as follows, and configurated the Kalman filter ${ }^{[19]}$ to generate the accurate correction parameters .

The observation equation is as follows. The pseudoranges $\rho_{C 1, k}^{p}$ and $\rho_{C n, k}^{p}$ of signal code $C 1$ and $C n(n=2$ or 5 ) respectively, are described Eqs. (15) and (16).

$$
\begin{gather*}
\rho_{C 1, k}^{p}=r_{k}^{p}+\delta \dot{s}_{k}^{p}+c\left(\delta t_{k}-\delta t^{p}\right)+\delta I_{k}^{p}+\delta T_{k}^{p}+\delta b_{C 1}^{p}+e_{C 1, k}^{p},  \tag{15}\\
\rho_{C n, k}^{p}=r_{k}^{p}+\delta \dot{s}_{k}^{p}+c\left(\delta t_{k}-\delta t^{p}\right)+\frac{f_{L 1}^{2}}{f_{L n}^{2}} \delta I_{k}^{p}+\delta T_{k}^{p}+\delta b_{C n}^{p}+e_{C n, k}^{p}, \tag{16}
\end{gather*}
$$

where, $r_{k}^{p}$ is the geometric range between the satellite $p$ and the receiver station $k$, and $e_{C 1, k}^{p}$ and $e_{C n, k}^{p}$ are the residual errors respectively for the $C 1$ and $C n$ signals.

The phaserange $\Phi_{L 1, k}^{p}$ and $\Phi_{L n, k}^{p}$ with signal frequency $L 1$ and $L n(n=2$ or 5$)$ are represented as Eqs. (17) and (18).

$$
\begin{gather*}
\Phi_{L 1, k}^{p}=r_{k}^{p}+\delta \dot{s}_{k}^{p}+c\left(\delta t_{k}-\delta t^{p}\right)+\delta I_{k}^{p}+\delta T_{k}^{p}+\delta b_{L 1}^{p}+\lambda_{L 1} N_{L 1, k}^{p}+e_{L 1, k}^{p},  \tag{17}\\
\Phi_{L n, k}^{p}=r_{k}^{p}+\delta \dot{s}_{k}^{p}+c\left(\delta t_{k}-\delta t^{p}\right)+\frac{f_{L 1}^{2}}{f_{L n}^{2}} \delta I_{k}^{p}+\delta T_{k}^{p}+\delta b_{L n}^{p}+\lambda_{L n} N_{L n, k}^{p}+e_{L n, k}^{p}, \tag{18}
\end{gather*}
$$

where, $N_{L 1, k}^{p}$ and $N_{L n, k}^{p}$ are wave number integer biases of satellite-to-receiver, and $\lambda_{L 1}$ and $\lambda_{L n}$ are the wavelength of $L 1$-band and $L n$-band respectively ( $n=2$ or 5 ). $e_{L 1, k}^{p}$ and $e_{L n, k}^{p}$ are the residual errors respectively for the $L 1$ and $L n$ signals.

### 2.6 System design

In this section, we show the design and the algorithms as the system requirement for 5 G GNSS PPP-RTK assistance system using the Kalman filter. $\bar{u}_{k}$ is the average of the positional solutions of each day for two weeks on moving earth crust as the reference position of the station $k$. The positional solution of each day is provided from Geospatial Information Authority (GSI) of Japan, as the nationally authorized reference position of the GEONET station $k$. GEONET is the national Continuously Operating Reference Station (CORS) network. The displacement of the station $k$ from the reference position is represented such that

$$
\begin{equation*}
\delta u_{k}=u_{k}-\bar{u}_{k} . \tag{19}
\end{equation*}
$$

It means to fit with the temporal epoch coordinates of Japanese Geodetic Datum 2011 (JGD2011), that is the basis of transformation to the reference epoch of JGD2011, the right national coordinate system, which is required in the practical market, for example, to build the smart cities as the national projects.

The precise estimate $\hat{\rho}_{k}^{p}$ of the phaserange can be calculated such that

$$
\begin{equation*}
\hat{\rho}_{k}^{p}=\Phi_{L 1, k}^{p}-\left\{\delta \hat{s}_{k}^{p}+c\left(\delta \hat{t}_{k}-\delta \hat{t}^{p}\right)+\delta \hat{I}_{k}^{p}+\delta \hat{T}_{k}^{p}+\delta \hat{b}_{L 1}^{p}+\lambda_{L 1} \widehat{N}_{L 1, k}^{p}+\hat{e}_{L 1, k}^{p}\right\} . \tag{20}
\end{equation*}
$$

where, $\hat{e}_{L 1, k}^{p}$ is the residual error. The hat symbol means the optimal estimate of respective valuables. Eq. (20) is derived from Eq. (15) and Eq. (17).

### 2.6.1 Observation dimension

We must check the dimension $n_{y}$ of the observation space. The system nominally uses 25 stations per a network of the assistance system. 12 satellites are typically received. The respective satellites are used as 2 signals with 2 channels such as code and carrier-phase. Therefore,

$$
\begin{equation*}
n_{y}=25 \times 12 \times 2 \times 2=1200 \text { dimensions. } \tag{21}
\end{equation*}
$$

The whole land of Japan is divided to 12 networks as Fig. 2.3-1. Therefore, the total dimension is such that

$$
\begin{equation*}
n_{y}^{\text {Japan }}=1200 \times 12=14000 \text { dimensions. } \tag{22}
\end{equation*}
$$

The dimension is practically time-variant depending on operations of satellite and CORS status in action.

### 2.6.2 State equation

The author designs to optimize the area networks respectively and makes a model of one network using all stations in the network ${ }^{[14]}$. From Eqs. (15)-(18), the state equations represented as Eqs. (23) and (24) are configurated ${ }^{[10]}$.

$$
\begin{align*}
\boldsymbol{\theta}_{t+1} & =\boldsymbol{F} \boldsymbol{\theta}_{t}+\boldsymbol{G} \boldsymbol{w}_{t},  \tag{23}\\
\boldsymbol{y}_{t} & =\boldsymbol{H}_{t} \boldsymbol{\theta}_{t}+\boldsymbol{v}_{t}, \tag{24}
\end{align*}
$$

The observation vector and the state vector, where all components are written as sub-vector, are rather complicated and therefore they can be represented as only summarized sets of sub-vectors.

$$
\begin{align*}
& \boldsymbol{y}_{t} \equiv\left[\begin{array}{c}
\boldsymbol{y}_{1, t} \\
\boldsymbol{y}_{2, t} \\
\vdots \\
\boldsymbol{y}_{n_{k}, t}
\end{array}\right], \quad \boldsymbol{y}_{k, t} \equiv\left[\begin{array}{c}
\boldsymbol{\delta} \boldsymbol{\rho}_{C 1, k} \\
\boldsymbol{\delta} \boldsymbol{\rho}_{C n, k} \\
\boldsymbol{\delta} \boldsymbol{\Phi}_{L 1, k} \\
\boldsymbol{\delta} \boldsymbol{\Phi}_{L n, k}
\end{array}\right],  \tag{25a}\\
& \boldsymbol{\delta} \boldsymbol{\rho}_{C 1, k} \equiv\left[\begin{array}{c}
\delta \rho_{C 1, k}^{1} \\
\delta \rho_{C 1, k}^{2} \\
\vdots \\
\delta \rho_{C 1, k}^{n_{S}}
\end{array}\right], \quad \boldsymbol{\delta} \boldsymbol{\rho}_{C n, k} \equiv\left[\begin{array}{c}
\delta \rho_{C n, k}^{1} \\
\delta \rho_{C n, k}^{2} \\
\vdots \\
\delta \rho_{C n, k}^{n_{s}}
\end{array}\right], \quad \boldsymbol{\delta} \boldsymbol{\Phi}_{L 1, k} \equiv\left[\begin{array}{c}
\delta \Phi_{L 1, k}^{1} \\
\delta \Phi_{L 1, k}^{2} \\
\vdots \\
\delta \Phi_{L 1, k}^{n_{S}}
\end{array}\right], \quad \boldsymbol{\delta} \boldsymbol{\Phi}_{L n, k} \equiv\left[\begin{array}{c}
\delta \Phi_{L n, k}^{1} \\
\delta \Phi_{L n, k}^{2} \\
\vdots \\
\delta \Phi_{L n, k}^{n_{S}}
\end{array}\right],  \tag{25b}\\
& \boldsymbol{\theta}_{t}=\left[\begin{array}{c}
\boldsymbol{\delta} u^{\prime} \\
\boldsymbol{\delta} \boldsymbol{t}_{\boldsymbol{s}} \\
\boldsymbol{\delta} \boldsymbol{s} \\
\boldsymbol{\delta} \boldsymbol{I} \\
\boldsymbol{\delta} \boldsymbol{T} \\
\boldsymbol{N} \\
\boldsymbol{\delta} \boldsymbol{t}_{\boldsymbol{u}} \\
\boldsymbol{\delta M}
\end{array}\right],  \tag{26a}\\
& \boldsymbol{\delta} \boldsymbol{u} \equiv\left[\begin{array}{c}
\delta u_{1} \\
\delta u_{2} \\
\vdots \\
\delta u_{n_{k}}
\end{array}\right], \quad \boldsymbol{\delta} \boldsymbol{s} \equiv\left[\begin{array}{c}
\delta s^{1} \\
\delta s^{2} \\
\vdots \\
\delta s^{n_{s}}
\end{array}\right], \quad \boldsymbol{\delta} \boldsymbol{t}_{\boldsymbol{s}} \equiv\left[\begin{array}{c}
\delta t^{1} \\
\delta t^{2} \\
\vdots \\
\delta t^{n_{s}}
\end{array}\right], \quad \boldsymbol{\delta} \boldsymbol{t}_{\boldsymbol{u}} \equiv\left[\begin{array}{c}
\delta t_{1} \\
\delta t_{2} \\
\vdots \\
\delta t_{n_{k}}
\end{array}\right],  \tag{26b}\\
& \boldsymbol{\delta I} \equiv\left[\begin{array}{c}
\delta I_{1}^{1} \\
\delta I_{1}^{2} \\
\vdots \\
\delta I_{1}^{n_{s}} \\
\delta I_{2}^{1} \\
\vdots \\
\delta I_{k}^{p} \\
\vdots \\
\delta I_{n_{k}-1}^{n_{s}} \\
\delta I_{n_{k}}^{1} \\
\delta I_{n_{k}}^{2} \\
\vdots \\
\delta I_{n_{k}}^{n_{s}}
\end{array}\right], \quad \boldsymbol{\delta T} \equiv\left[\begin{array}{c}
\delta T_{1}^{1} \\
\delta T_{1}^{2} \\
\vdots \\
\delta T_{1}^{n_{s}} \\
\delta T_{2}^{1} \\
\vdots \\
\delta T_{k}^{p} \\
\vdots \\
\delta T_{n_{k}-1}^{n_{s}} \\
\delta T_{n_{k}}^{1} \\
\delta T_{n_{k}}^{2} \\
\vdots \\
\delta T_{n_{k}}^{n_{s}}
\end{array}\right], \quad \boldsymbol{\delta N} \equiv\left[\begin{array}{c}
\delta N_{1}^{1} \\
\delta N_{1}^{2} \\
\vdots \\
\delta N_{1}^{n_{s}} \\
\delta N_{2}^{1} \\
\vdots \\
\delta N_{k}^{p} \\
\vdots \\
\delta N_{n_{k}-1}^{n_{s}} \\
\delta N_{n_{k}}^{1} \\
\delta N_{n_{k}}^{2} \\
\vdots \\
\delta N_{n_{k}}^{n_{s}}
\end{array}\right], \quad \boldsymbol{\delta M} \equiv \quad\left[\begin{array}{c}
\delta M_{1}^{1} \\
\delta M_{1}^{2} \\
\vdots \\
\delta M_{1}^{n_{s}} \\
\delta M_{2}^{1} \\
\vdots \\
\delta M_{k}^{p} \\
\vdots \\
\delta M_{n_{k}-1}^{n_{s}} \\
\delta M_{n_{k}}^{1} \\
\delta M_{n_{k}}^{2} \\
\vdots \\
\delta M_{n_{k}}^{n_{s}}
\end{array}\right] . \tag{26c}
\end{align*}
$$

The state equation includes stochastic valuables with variance such that

$$
\begin{gather*}
E\left[\boldsymbol{w}_{t} \boldsymbol{w}_{\tau}\right]=\boldsymbol{Q}_{t} \boldsymbol{\delta}_{i j},  \tag{26d}\\
E\left[\boldsymbol{v}_{t} \boldsymbol{v}_{\tau}\right]=\boldsymbol{R}_{t} \boldsymbol{\delta}_{i j} \tag{26c}
\end{gather*}
$$

where, $\boldsymbol{w}_{t}$ and $\boldsymbol{v}_{t}$ are independent Gaussian white noise, $\boldsymbol{\delta}_{i j}$ is the Kronecker's $\delta$-function at the time $t . N_{k}^{p}$ is defined as

$$
N_{k}^{p} \equiv\left[\begin{array}{ll}
N_{L 1, k}^{p} & N_{L n, k}^{p}
\end{array}\right]^{\mathrm{T}}
$$

The state vector does not include $\delta b_{C}^{p}$ and $\delta b_{L}^{p}$, and these parameters are calculated out of the Kalman filtering optimization.

In one computational task, there are $n_{s}$ satellites and $n_{k}$ stations. Therefore, the dimensions of the state valuables are

$$
u_{k}: 3 n_{k}, \delta t^{p}: n_{s}, \delta s^{p}: 3 n_{s}, \delta I_{k}^{p}: n_{s} n_{k}, \delta T_{k}^{p}: n_{s} n_{k}, N_{k}^{p}: 2 n_{s} n_{k}, t_{k}: n_{k}, \delta M_{k}^{p}: n_{s} n_{k} .
$$

The matrix $F$ and $G$ of the Kalman filter ${ }^{[18]}$ are represented such that

$$
\begin{align*}
\boldsymbol{F} & =\left[I_{n_{a}}\right]  \tag{27a}\\
\boldsymbol{G} & =\left[I_{n_{a}}\right] \tag{27b}
\end{align*}
$$

where,

$$
\begin{equation*}
n_{a}=3 n_{k}+n_{s}+3 n_{s}+n_{s} n_{k}+2 n_{s} n_{k}+n_{k}+n_{s} n_{k} \tag{27c}
\end{equation*}
$$

The matrix $\boldsymbol{H}_{t}$ in the Kalman filter is represented such that

$$
\begin{gather*}
\boldsymbol{H}_{t} \equiv\left[\begin{array}{c}
H_{1, t} \\
H_{2, t} \\
\vdots \\
H_{n_{k}, t}
\end{array}\right],  \tag{28a}\\
H_{k, t}=\left[\begin{array}{cccccccc}
g_{k}^{p} I_{n_{s}} & c I_{n_{s}} & g_{k}^{p} I_{n_{s}} & J_{k} & J_{k} & O_{n_{s} n_{k}} & -c I_{n_{s}} & J_{k} \\
g_{k}^{p} I_{n_{s}} & c I_{n_{s}} & g_{k}^{p} I_{n_{s}} & \frac{f_{L 1}}{f_{L n}^{2}} J_{k} & J_{k} & O_{n_{s} n_{k}} & -c I_{n_{s}} & J_{k} \\
g_{k}^{p} I_{n_{s}} & c I_{n_{s}} & g_{k}^{p} I_{n_{s}} & -J_{k} & J_{k} & \lambda_{L 1} J_{k} & -c I_{n_{s}} & J_{k} \\
g_{k}^{p} I_{n_{s}} & c I_{n_{s}} & g_{k}^{p} I_{n_{s}} & -\frac{f_{L 1}^{2}}{f_{L n}^{2}} J_{k} & J_{k} & \lambda_{L n} J_{k} & -c I_{n_{s}} & J_{k}
\end{array}\right], \tag{28b}
\end{gather*}
$$

where, $I_{n}$ is the unit matrix of order $n, O_{n}$ is the zero matrix of order $n$, and the linearized coefficient $g_{k}^{p}$ in the matrix $\boldsymbol{H}_{t}$ is defined using the reference position $\bar{u}_{k}$ of the station $k$ such that

$$
\begin{gather*}
g_{k}^{p} \equiv\left[\frac{\partial \bar{r}_{k}^{p}}{\partial u_{k}}\right]_{u_{k}=\bar{u}_{k}}^{\mathrm{T}}=\left[\frac{\bar{x}_{k}-x^{p}}{\bar{r}_{k}^{p}}, \frac{\bar{y}_{k}-y^{p}}{\bar{r}_{k}^{p}}, \frac{\bar{z}_{k}-z^{p}}{\bar{r}_{k}^{p}}\right],  \tag{29a}\\
\bar{r}_{k}^{p} \equiv\left\|\bar{u}_{k}-s^{p}\right\| . \tag{29b}
\end{gather*}
$$

The matrix $J_{k}$ has a special form such that

$$
\left.\begin{array}{c}
J_{k}=\left[\begin{array}{llll}
J_{1} & \cdots & J_{i} & \cdots
\end{array} J_{n_{k}}\right.
\end{array}\right], \quad \begin{array}{ll}
J_{n_{s}} & (i=k) \\
O_{n_{s}} & (i \neq k) \tag{30b}
\end{array} .
$$

In actual calculation, multiplying zero does not execute for example, because the calculation power must be exercise economy. The actual calculation is rather complicated; therefore, the above equations can be represented as organized mathematical principle.

### 2.6.3 Computability

We need to check the independent dimension of the state space. $n_{s}$ satellites and $n_{k}$ stations are used per region which one computational task covers.

$$
u_{k}: 3 n_{k}, \delta t^{p}: n_{s}, \delta s^{p}: 3 n_{s}, \delta I_{k}^{p}: n_{s} n_{k}, \delta \underline{T}_{k}: 2 n_{k}, t_{k}: n_{k}, \delta M_{k}^{p}: n_{s} n_{k} .
$$

Despite being the state vector element, $N_{L 1, k}^{p}$ and $N_{L n, k}^{p}$ do not become independent dimension such that

$$
\begin{align*}
& \lambda_{L 1} N_{L 1, k}^{p}=\rho_{k}^{p}-\left\{r_{k}^{p}-\delta I_{L 1, k}^{p}+\delta T_{k}^{p}+c\left(\delta t_{k}-\delta t^{p}\right)+\delta b_{L 1}^{p}+e_{L 1, k}^{p}\right\},  \tag{31}\\
& \lambda_{L n} N_{L n, k}^{p}=\rho_{k}^{p}-\left\{r_{k}^{p}-\delta I_{L n, k}^{p}+\delta T_{k}^{p}+c\left(\delta t_{k}-\delta t^{p}\right)+\delta b_{L n}^{p}+e_{L n, k}^{p}\right\} . \tag{32}
\end{align*}
$$

where, $e_{L 1, k}^{p}$ and $e_{L n, k}^{p}$ are the residual errors respectively for the $L 1$ and $L n$ signals of ranging. Because of $n_{k}=25$ and $n_{s}=12$, the independent dimension of the state space can be calculated as follows.

$$
\begin{equation*}
n_{c}=3 \times 25+12+3 \times 12+12 \times 25+2 \times 25+25+12 \times 25=798 \text { dimensions. } \tag{33}
\end{equation*}
$$

Therefore, the total dimension for Japan is

$$
\begin{equation*}
n_{c}^{\text {Japan }}=798 \times 12=9576 \text { dimensions. } \tag{34}
\end{equation*}
$$

Because of $n_{y}>n_{c}$, the computation is possible, and the system can give the solutions.

### 2.6.4 Kalman filtering

### 2.6.4.1 Update operation

The filtering and prediction, the Kalman gain $\boldsymbol{K}_{t}$, and the estimated error covariance $\boldsymbol{\Sigma}_{\boldsymbol{t} \mid t-1}$ are obtained such that

$$
\begin{align*}
\widehat{\boldsymbol{\theta}}_{t+1 \mid t} & =\boldsymbol{F} \widehat{\boldsymbol{\theta}}_{t \mid t}  \tag{35}\\
\widehat{\boldsymbol{\theta}}_{t \mid t} & =\widehat{\boldsymbol{\theta}}_{t \mid t-1}+\boldsymbol{K}_{t}\left[\boldsymbol{y}_{t}-\boldsymbol{H}_{t} \boldsymbol{\theta}_{t \mid t-1}\right],  \tag{36}\\
\boldsymbol{K}_{t} & =\boldsymbol{\Sigma}_{t \mid t-1} \boldsymbol{H}_{t}^{\mathrm{T}}\left[\boldsymbol{H}_{t} \boldsymbol{\Sigma}_{t \mid t-1} \boldsymbol{H}_{t}^{\mathrm{T}}+\boldsymbol{R}_{t}\right] . \tag{37}
\end{align*}
$$

The assistance systems run continuously, and operators usually maintain its services with checking realtime valuables on its continuous operation.

### 2.6.4.2 Initial conditions

The initial conditions for the Kalman filter are provided from the navigation messages from GNSS, the GEONET positions given in advance, and the precise ephemeris data from the expertized agencies in the world through the internet. These parameters use into the initial state valuable $\overline{\boldsymbol{\theta}}_{0}$ and the initial variance $\boldsymbol{P}_{0}$. In particular, the precise ephemeris data reflect onto the initial $\delta t^{p}$ and $\delta s^{p}$ of the components of $\overline{\boldsymbol{\theta}}_{0}$.

$$
\begin{equation*}
E\left[\boldsymbol{\theta}_{0}\right]=\widehat{\boldsymbol{\theta}}_{0 \mid-1}=\overline{\boldsymbol{\theta}}_{0}, \quad \operatorname{Var}\left[\boldsymbol{\theta}_{0}\right]=\boldsymbol{\Sigma}_{0 \mid-1}=\boldsymbol{P}_{0} . \tag{38}
\end{equation*}
$$

The assistance systems run in 24 hours on 365 days, and the initial condition transfers its steady condition.

### 2.7 Assistance service

The assistance system generates $\widehat{\boldsymbol{\theta}}_{t \mid t}$ through the above algorithms and extracts distributed elements.

$$
\delta \hat{t}^{p}, \delta \hat{s}^{p}, \delta \hat{b}_{C}^{p}, \delta \hat{b}_{L}^{p}, \delta \hat{I}_{k}^{p}, \delta \hat{T}_{k} .
$$

### 2.7.1 Atmospheric grid

The estimated atmospheric errors $\delta \hat{I}_{k}^{p}$ and $\delta \hat{T}_{k}$ must be transformed into the value at the horizontal position $k^{\prime}$ which the user receiver knows, because the receivers do not know the
station's horizontal position $k$. Therefore, the grid's horizontal position $k$ ' is defined. This method has the below merits.
(1) Independent from changing station network
(2) No need to publish the station positions

In particular, the item (2) may be important for the countries concerning the national security.
The PPP-RTK technique uses the grid set which covers its service area. The station's position $k$ is transformed to the grid's position $k^{\prime} . k_{1}, k_{2}, k_{3}$ and $k_{4}$ are the positions around the position $k^{\prime}$ and $d_{1}, d_{2}, d_{3}$ and $d_{4}$ are the distance of $k_{1}, k_{2}, k_{3}$ and $k_{4}$ from the position $k$. $\delta \hat{I}_{k \prime}^{p}$ and $\delta \hat{T}_{k^{\prime}}$ are represented such that

$$
\begin{gather*}
\delta \hat{I}_{k^{\prime}}^{p}=\sum_{j=1}^{4} W_{I, k_{j}} \delta \hat{I}_{k_{j}}^{p}  \tag{39a}\\
\delta \hat{T}_{k^{\prime}}=\sum_{j=1}^{4} W_{T, k_{j}} \delta \hat{T}_{k_{j}}, \tag{39b}
\end{gather*}
$$

where, $W_{I, k_{j}}$ and $W_{T, k_{j}}$ are weight coefficients. The interpolation of this part is possible to take other formulae depending on designers or tools ${ }^{[13]}$.

### 2.7.2 Distribution

The PPP-RTK corrections are distributed shown as Table 2.7-1. $\Delta t_{Q Z}$ is the interval time by the existing system ${ }^{[14]}$ and $\Delta t_{5 G}$ by the 5 G platform. This table shows that the PPP-RTK services on 5 G can achieve very short interval, because higher speed communication and enough capacity. The distribution is easy even at 30 times data capacity to the user receivers.

Table 2.7-1 Distributed corrections

| Correction | Symbol | $\Delta t_{Q Z}$ | $\Delta t_{5 G}$ |
| :--- | :---: | :---: | :---: |
| Satellite clock correction | $\delta \hat{t}^{p}$ | 5 s |  |
| Satellite orbit correction | $\delta \hat{s}^{p}$ |  |  |
| SIS code-phase bias | $\delta \hat{b}_{C}^{p}$ |  | 1 s |
| SIS carrier-phase bias | $\delta \hat{b}_{L}^{p}$ |  |  |
| Ionospheric correction | $\delta \hat{I}_{k}^{p}$ |  |  |
| Tropospheric correction | $\delta \hat{T}_{k}$ |  |  |

The practical system distributes the parameters of user range accuracy (URA) ${ }^{[14]}$ and proposes an authentication message for anti-spoofing for future applications ${ }^{[13]}$.

The precise estimates $\widehat{\Phi}_{L 1, k}^{p}$ and $\widehat{\Phi}_{L n, k}^{p}$ of the phaserange can be calculated such that

$$
\begin{gather*}
\hat{\rho}_{C 1, k}^{p}=\rho_{C 1, k}^{p}-\left\{\delta \hat{s}_{k}^{p}+c\left(\delta \hat{t}_{k}-\delta \hat{t}^{p}\right)+\delta \hat{I}_{k}^{p}+\delta \widehat{T}_{k}^{p}+\delta \hat{b}_{C 1}^{p}+\hat{e}_{C 1, k}^{p}\right\},  \tag{40a}\\
\hat{\rho}_{C n, k}^{p}=\rho_{C n, k}^{p}-\left\{\delta \hat{s}_{k}^{p}+c\left(\delta \hat{t}_{k}-\delta \hat{t}^{p}\right)+\frac{f_{L 1}^{2}}{f_{L n}^{2}} \delta \hat{I}_{k}^{p}+\delta \widehat{T}_{k}^{p}+\delta \hat{b}_{C n}^{p}+\hat{e}_{C n, k}^{p}\right\},  \tag{40b}\\
\widehat{\Phi}_{L 1, k}^{p}=\Phi_{L 1, k}^{p}-\left\{\delta \hat{s}_{k}^{p}+c\left(\delta \hat{t}_{k}-\delta \hat{t}^{p}\right)-\delta \hat{I}_{k}^{p}+\delta \hat{T}_{k}^{p}+\delta \hat{b}_{L 1}^{p}+\lambda_{L 1} \widehat{N}_{L 1, k}^{p}+\hat{e}_{L 1, k}^{p}\right\},  \tag{40c}\\
\widehat{\Phi}_{L n, k}^{p}=\Phi_{L n, k}^{p}-\left\{\delta \hat{s}_{k}^{p}+c\left(\delta \hat{t}_{k}-\delta \hat{t}^{p}\right)-\frac{f_{L 1}^{2}}{f_{L n}^{2}} \delta \hat{I}_{k}^{p}+\delta \widehat{T}_{k}^{p}+\delta \hat{b}_{L n}^{p}+\lambda_{L n} \widehat{N}_{L n, k}^{p}+\hat{e}_{L n, k}^{p}\right\} . \tag{40d}
\end{gather*}
$$

## 3 EXPERIMENTS FOR CENTIMETER AUGMENTATION

### 3.1 Experiments of accuracy and convergence

The experiments of the designed assistance system and its algorithms were carried out. The observation data were sent from 25 stations of GEONET per one region of approximately 200 by 200 kilometers. In the experiments, we measured the accuracy and the convergence time of the positioning result using the GNSS PPP-RTK assistance system based on the QZSS Centimeterclass Augmentation System (CLAS), which is a prototype demonstration system of practical CLAS system.

### 3.1.1 Positioning accuracy

The measured point was Tokyo-metropolitan Authorized Refence Point 10A58 near the Emperor Palace shown as Table 3.1-1. The dual frequency signals of GPS were utilized in the experiment. The receiver was the Mitsubishi LEXR receiver. In this case, we used only GPS constellation for evaluating the algorithms. Table 3.1-2, Fig. 3.1-1 and 3.1-2 show the test result of horizontal and height accuracies.

Table 3.1-1 Test conditions of positioning accuracy

| No | Item | Content |
| :---: | :--- | :--- |
| 1 | Point | 10A58 |
| 2 | Positioning Terminal | LEXR/Software |
| 3 | Date | November 27 |
| 4 | Time, 2018 |  |

Table 3.1-2 Test result of positioning accuracy

| No | Item | 2 D | Height | Unit |
| :---: | :--- | :---: | :---: | :---: |
| 1 | Standard deviation | 0.71 | 1.15 | cm |
| 2 | Bias | 0.93 | 0.64 | cm |
| 3 | RMSE | 1.01 | 1.32 | cm |

In Fig. 3.1-1, the directions are given by the standard of the Ministry of Land, Infrastructure and Tourism (MLIT) of Japan, that the upward is north and the rightward is east.


Fig. 3.1-1 Test Result of Horizontal Accuracy on North-East Plane


Fig. 3.1-2 Test Result of Height Measurement

The accuracy $1.01[\mathrm{~cm}]$ (drms) in the horizontal direction and $1.32[\mathrm{~cm}]$ (rms) in the vertical direction were obtained, where "drms" is the distance root mean square, and "rms" is root mean square. Furthermore, the fix rate was 99.5 [\%]. The fix rate is the percentage of fixing the integer ambiguity of the carrier-wave number. We can evaluate these are an equivalent level to the result of network RTK GNSS positioning method.

### 3.1.2 Convergence time

The convergence time is defined in this thesis as a time from the beginning of positioning to 100 [\%] of ambiguity fixing in the 7 GEONET station receiver of 10 cases. Table 3.1-3 is the test conditions, and Fig. 3.1-3 shows the test result.

Table 3.1-3 Test conditions of convergence time

| No | Item | Content |
| :---: | :--- | :--- |
| 1 | Average | 10 cases |
| 2 | Receiver | 7 GEONET stations |
| 3 | Region | Kanto |
| 4 | Date | February 4th, 2018 |

In Fig. 3.1-3, the red line is the average of 10 cases, which are the test cases of the 7 GEONET stations, which are deemed receivers. The accumulated fix rate is the percentage of ambiguity fixing.


Fig. 3.1-3 Test Result of Convergence Time

The reason that we use the GEONET stations as deemed receivers, is that ideal receivers are needed for testing the assistance system to distinguish the performances between the assistance system and the user receivers.

It is evaluated these are an equivalent level to the result of network RTK GNSS positioning method.

### 3.1.3 Experimental summary

Compared with the existing system ${ }^{[14]}$, this design makes the drms from $3.57[\mathrm{~cm}]$ to 1.01 [cm], the height rms from $6.13[\mathrm{~cm}]$ to $1.32[\mathrm{~cm}]$, the convergence time from $60.0[\mathrm{~s}]$ to $2.8[\mathrm{~s}]$. It can be said the highest performance as the unidirectional assistance of real-time GNSS positioning today.

Table 3.1-4 Comparison of performance

| Performance |  | Existing System | Proposed Design | Unit |
| :---: | :---: | :---: | :---: | :---: |
| Accuracy | 2D | 3.57 | 1.01 | cm |
| $(\mathrm{rms})$ | Height | 6.13 | 1.32 | cm |
| Convergence time |  | 60.0 | 2.8 | s |

The convergence time of QZSS CLAS is one minute. The conventional 4G/LTE communication has 4 to 5 [s] delay, therefore total convergence time become 6 to 7 [s]. The CLAS-type positioning augmentation systems using 4G/LTE is not provided yet at the present time, The proposed system can make to realize a half convergence time. It is very useful for both consumer and professional users.

### 3.2 Conclusion for Centimeter Augmentation

In Chapter 2 and 3,the author shows the design of a new GNSS PPP-RTK assistance system using the 5 G excellences, based on the QZSS heritage. In the comparison with the existing system ${ }^{[8]}$, this design improves the horizontal accuracy from $3[\mathrm{~cm}]$ to approximately $1[\mathrm{~cm}]$, the convergence time from $60[\mathrm{~s}]$ to approximately 3 [s]. This is the highest performance as the unidirectional assistance system of real-time GNSS positioning for mass-market applications which should be implemented into the next-generation smart societies.

## 4 MILLIMETER DISPLACEMENT DETCTION

### 4.1 Introduction

The Ministry of Land, Infrastructure, Transport and Tourism (MLIT) of Japan has been warning 525 thousand places in danger of landslide sediment disasters in Japan ${ }^{[20,21]}$.

Industrial companies provide GNSS detection systems and services for this problem. GNSS precise sensors were, however, expensive in past years, and a data-analyzing time is long, 24 [ h ] in the existing services. Therefore, more rapid detection is strongly required. On the other hand, the latest GNSS sensors are low-cost and high performance. Therefore, a new and effective solution has been expected.

In order to respond this need, we develop a new principle of mathematical algorithms for detecting a destructive displacement from GNSS precise positioning observation. The algorithms must retrieve a millimeter-scale positional change which is modelled as a step function in observation noise of GNSS precise positioning system. The author and his associates describe outline and effect in our past papers ${ }^{[22,23]}$. This thesis reveals a detailed mechanism and mathematical algorithms clearly.

### 4.2 Models of problem

A destructive displacement is a discontinuous phenomenon that occurs in a landslide of slopes and a constructional collapse of bridges and buildings. In this section, we define a displacement model and a measurement model for this problem and show a scope of GNSS techniques which we can use. Japanese GNSS, Quasi-Zenith Satellite System (QZSS) ${ }^{[3,14]}$ also can be applied to this method.

### 4.2.1 Displacement model

In Japan, more than 20 industrial companies of civil engineering have established the Shamennet Study Group and promote to research the displacement measurement using GNSS. They adopt the step function for the destructive displacement model, and the analysis divides each dimension for simplicity ${ }^{[24]}$.

A landslide and a constructional collapse are phenomena which occur in the 3-dimensional space. But a direction of landslide or collapse is known in advance. Because the direction of falling by the gravity is determined in actual places. Therefore, we treat it as 1-dimensional problem in this thesis.

We define the displacement function $s_{D}(t)$ [mm] that a step-shaped displacement occurs at the time $t_{D}[\mathrm{~s}]$ as Eq. (41) and Fig. 4.2-1.

$$
s_{D}(t)=\left\{\begin{array}{lrl}
\mu_{0} & {[\mathrm{~mm}]} & \left(t<t_{D}[s]\right),  \tag{41}\\
\mu_{1}=\mu_{0}+\Delta \mu[\mathrm{mm}] & \left(t \geq t_{D}[s]\right) .
\end{array}\right.
$$



Fig. 4.2-1 Displacement model $s_{D}(t)$

In Fig. 4.2-1, $\Delta \mu[\mathrm{mm}]$ is the position before the displacement, $\mu_{1}[\mathrm{~mm}]$ is the position after the displacement, the start time of measurement is $0[\mathrm{~s}]$ the end time is $T[\mathrm{~s}]$. The displacement function $s_{D}(t)$ makes the displacement length $\Delta \mu[\mathrm{mm}]$ at the time $t_{D}[\mathrm{~s}]$.

### 4.2.2 Measurement model

The measurement data of GNSS positioning $x(t)$ [mm] are the sum of the displacement function $s_{D}(t)[\mathrm{mm}]$ and the observation noise $w(t)$ [mm] shown as

$$
\begin{equation*}
x(t)=s_{D}(t)+w(t)[\mathrm{mm}] . \tag{42}
\end{equation*}
$$

The problem of this article is to find the occurrence time $t_{D}[\mathrm{~s}]$ and displacement $\Delta \mu$ [mm] by retrieving the displacement function $s_{D}(t)[\mathrm{mm}]$ from the measurement data $x(t)[\mathrm{mm}]$ with observation noise $w(t)$ [mm].

This is the so-called second level problem of Van Trees ${ }^{[18]}$ which detects a signal with unknown parameters among noises. In this case, unknown parameters are the occurrence time $t_{D}$ [s] and displacement $\Delta \mu[\mathrm{mm}]$.

The basis of signal detection and estimation for radars and sonars is given by Harry L. Van Trees ${ }^{[18]}$. But major countries have deployed new generation GNSS systems by 2020, and the characteristics of millimeter-scale positioning is not known well yet.

In particular, it is a large problem to find rapidly millimeter-scale displacement using the ranging signals transmitted by the navigation satellites which are more distant than 20 thousand kilometers. This study presents the algorithms which make it possible.

### 4.2.3 Scope of GNSS techniques

In this section, we clarify a scope of GNSS technique which can be applied by these detection algorithms. Regarding millimeter displacement detection, we need entirely different from centimeter positioning, in the view of purpose, accuracy, and target models. Therefore, we consider GNSS precise positioning using carrier-phase fundamentally on its head.

These algorithms are used to centimeter-class measurement data which include the pseudorange $\rho_{i, u}^{p}(t)$ and the carrier-phase $\phi_{i, u}^{p}(t)$ of the ranging signal of L-band $i$-th frequency at the time $t$ from the satellite $p$ to the user receiver $u$. When the integer biases of the carriers have been solved, the phase-range $\Phi_{i, u}^{p}(t)$ is represented by

$$
\begin{equation*}
\Phi_{i, u}^{p}(t)=\lambda_{i} \phi_{i, u}^{p}(t), \tag{43}
\end{equation*}
$$

where $\lambda_{i}$ is the wavelength of the ranging signal of $i$-th frequency of L-band. The pseudorange, the carrier-phase, and the phase-range are specified in RTCM Standard 10403.3 ${ }^{[15]}$. The pseudorange and the phase-range are represented as follows ${ }^{[25]}$.

Pseudorange $\rho_{i, u}^{p}$ :

$$
\begin{equation*}
\rho_{i, u}^{p}(t)=\gamma_{u}^{p}\left(t, t-\tau_{u}^{p}\right)+c\left\{\delta t_{u}(t)-\delta t^{p}\left(t-\tau_{u}^{p}\right)\right\}+\frac{f_{1}^{2}}{f_{i}^{2}} \delta I_{u}^{p}(t)+\delta T_{u}^{p}(t)+e_{i, u}^{p}, \tag{44}
\end{equation*}
$$

Phase-range $\Phi_{i, u}^{p}(t)$ :

$$
\begin{equation*}
\Phi_{i, u}^{p}(t)=\gamma_{u}^{p}\left(t, t-\tau_{u}^{p}\right)+c\left\{\delta t_{u}(t)-\delta t^{p}\left(t-\tau_{u}^{p}\right)\right\}+\frac{f_{1}^{2}}{f_{i}^{2}} \delta I_{u}^{p}(t)+\delta T_{u}^{p}(t)+\lambda_{i} N_{i, u}^{p}+\varepsilon_{i, u}^{p}, \tag{45}
\end{equation*}
$$

where
$\gamma_{u}^{p}(t, t-\tau)$ : geometric ranges,
$\delta t^{p}\left(t-\tau_{u}^{p}\right):$ satellite delay times,
$\tau_{u}^{p}$ : radio propagation time,
$\delta t_{u}(t)$ : receiver delay times,
$\delta I_{u}^{p}(t)$ : ionospheric delay errors,
$\delta T_{u}^{p}(t)$ : tropospheric delay errors,
$N_{i, u}^{p}$ : integer biases of cycle,
$e_{i, u}^{p}$ : pseudorange measurement noise, $\varepsilon_{i, u}^{p}$ : phaserange measurement noise, c: light speed $=299,792,458[\mathrm{~m} / \mathrm{s}]$.

The number of frequencies $i$ and central frequencies $f i$ are shown in Table 4.2-1.

Table 4.2-1 GPS signals: frequencies and wave lengths

| $L_{i}$ band | frequency [MHz] | wavelength [m] |
| :---: | :---: | :---: |
| $i=1$ | $f_{1}=1575.42$ | $\lambda_{1}=0.19$ |
| $i=2$ | $f_{2}=1227.60$ | $\lambda_{2}=0.24$ |
| $i=5$ | $f_{3}=1176.45$ | $\lambda_{5}=0.25$ |

In GNSS techniques, both RTK (Real-Time Kinematic) and PPP (Precise Point Positioning) can be applied to the above observation Eqs. (44) and (45). We introduce the following four GNSS techniques.

## (1) RTK GNSS

This technique provides the corrections data in OSR (Observation State Representation) for GNSS precise positioning, that provides the data of the pseudorange $\rho_{i, u}^{p}(t)$ and carrier-phase $\phi_{i, u}^{p}(t)$ at the reference stations to user receivers.

The 3GPP standards have adopted this technique in its specifications of the release $15{ }^{[10]}$. Furthermore, NTT DoCoMo, Softbank Group and the professional distributors provide their services using these techniques as of 2020 in Japan.

This technique provides the correction data of the pseudorange $\rho_{i, u}^{p}(t)$ and carrier-phase $\phi_{i, u}^{p}(t)$ at non-physical or physical reference stations $k^{\prime}$, to the user receivers. These corrections are OSRs. Eqs. (44) and (45) mean the SSR data are equivalent to the OSR data, and both representations can be convertible each other.

3GPP standards have adopted this technique in the release $15^{[11]}$. In Japan, several professional distributors provide their services using this technique.
(3) GNSS PPP-AR

The PPP technique provides the satellites clock and orbit corrections, the part of SSRs, to the user receivers. In particular, the PPP-AR (Ambiguity Resolution) technique is relevant to these algorithms. Because the accuracy of the PPP-AR which solves the integer bias of the carrier wave, compare with other 3 techniques.

QZSS provides its PPP service using MADOCA (Multi-GNSS Advanced Demonstrator tool for Orbit and Clock Analysis) to Japan and global area ${ }^{[19]}$.

## (4) GNSS PPP-RTK

This technique provides not only the satellite clock and orbit correction, but also the ionospheric and tropospheric corrections to the user receivers.

In Japan, the user receivers can utilize the national PPP-RTK service to use QZSS's CLAS (Centimeter Level Augmentation Service) ${ }^{[14]}$. During the period from 2011 to 2018, the CMAS (Centimeter-class Augmentation System), the demonstrator of QZSS CLAS, had been utilized in hundreds of application demonstrations ${ }^{[28]}$.

This technique has also applied to 5G (5th Generation) mobile communication networks, new assisted GNSS services ${ }^{[29]}$, and automobile markets ${ }^{[30]}$.

These positioning techniques which are introduced in this chapter, have centimeter-level accuracies. We consider that the detection algorithms in this article can apply these positioning services.

### 4.3 Hypothesis testing of averaging

A conventional method for detecting a noise-buried displacement is "averaging", which calculates an average of a sample period and compares with a reference. In this section, we conduct a hypothesis testing to check the averaging is significant or not for retrieving the displacement $s_{D}(t)$ from such measurement data $x(t)$.

On the event that the position $\mu_{0}$ moves to the other position $\mu_{1}, H_{0}$ is the null hypothesis that the displacement have not occurred, and $H_{1}$ is the alternate hypothesis that the displacement have occurred. Namely,

$$
\begin{align*}
& H_{0}: \mu_{0}=\mu_{1},  \tag{46}\\
& H_{1}: \mu_{0} \neq \mu_{1} . \tag{47}
\end{align*}
$$

The standard deviation $\sigma$ of the measurement data $x(t)$ can be constant and known, because a measurement method of GNSS is invariant.

When the long-term average of the position which has not moved is $\mu$, and the average of a sample period is $\bar{X}$ the $z$-testing value $z_{i}$ given by

$$
\begin{equation*}
z_{i}=\frac{|\bar{X}-\mu|}{\sqrt{\frac{\sigma^{2}}{n}}} . \tag{48}
\end{equation*}
$$

where, $n$ is the number of the measurement data.
Fig. 4.3-1 shows an example of actual measurement data $x(t)$ at $1[\mathrm{~Hz}]$ rate for the descriptions of the proposed method. Data A has the displacement of $5[\mathrm{~mm}$ ] at the time $1201[\mathrm{~s}]$ artificially, and Data B does not include the displacement. The measurement data were taken using a receiver of Javad Alpha at the place of $35.679^{\circ} \mathrm{N} / 139.147^{\circ} \mathrm{E}$, Fuchu, Tokyo on February 22, 2018.

When the displacement does not occur, we obtain $\mu=-6.64$ [mm] and $\sigma=3.82$ [mm] from all period data of Data B. The standard deviation $\sigma$ has been considered as constant, and it adopts this value. The rejection region is $5 \%$, therefore a $z$-testing reference $z=1.96$ from the characteristics of the Gaussian distribution.

By the way, the measurement period 1 hour comes from the specification of "GNSS static method" in the MLIT authorized manual of the national public surveying. It means an enough period which GNSS observation becomes stable in precise surveying.


Fig. 4.3-1 Sample measurement data

In case that the displacement exists, we use Data A. The hypothesis testing is conducted in period 1801-2400[s] after the occurrence time. $\bar{X}_{0}[\mathrm{~mm}]$ is an average and $z_{0}$ is the z-testing value in this period.

By the way, the sample period 20 minutes comes from the specification of "GNSS shortened static method" and one typical period of GNSS observation.

$$
\begin{align*}
\bar{X}_{0} & =-8.92[\mathrm{~mm}]  \tag{49}\\
\left|\bar{X}_{0}-\mu\right| & =2.27[\mathrm{~mm}]  \tag{50}\\
z_{0} & =20.58>z=1.96 . \tag{51}
\end{align*}
$$

According to the testing result, the null hypothesis has been rejected, and the displacement occurs. But the problem of averaging, which is well-known in the business field, is that "Type I error" which means we judge the displacement exists, easily occurs despite no displacement.

We prove the above fact using Data B with no displacement as follows. In other words, the problem of averaging is to reject null hypothesis $H_{0}$, despite there is not displacement, and we check it.

We take 3 sample-periods from $t_{0}[\mathrm{~s}]$ to $t_{1}[\mathrm{~s}]$ as shown as Table 4.3-1, and test using Eq. (48).

Table 4.3-1 Calculation of $z_{k}$

| Case | $t_{0}$ | $t_{1}$ | $\bar{X}_{i}$ | $\left\|\bar{X}_{i}-\mu\right\|$ | $z_{i}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 1 | 1200 | -5.69 | 0.952 | 8.62 |
| 2 | 1201 | 2400 | -7.27 | 0.623 | 5.65 |
| 3 | 2401 | 3600 | -6.83 | 0.189 | 1.71 |

Comparing the reject region $5 \%$ and $\mathrm{z}=1.96$, the calculation results of the z -testing value $z_{i}$ in respective cases are

$$
\begin{align*}
& z_{1}=8.62>\mathrm{z}=1.96  \tag{52}\\
& z_{2}=5.65>\mathrm{z}=1.96  \tag{53}\\
& z_{3}=1.72<\mathrm{z}=1.96 \tag{54}
\end{align*}
$$

The null hypothesis has been not always accepted, and some cases must reject it. It means the averaging of conventional method easily makes "Type I error."

We could not adopt the averaging of conventional method for this problem. Therefore, new algorithms must be developed.

### 4.4 Study for solution

In order to solve this problem, we study the algorithms to use the orthogonal function expansion for GNSS measurement data, which means that
(1) Apply the orthogonal function expansion to the measurement data and represent the sum of components.
(2) Eliminate undesirable components and remain desirable components for our purpose.
(3) Retrieve the occurrence time $t_{D}$ and the displacement $\Delta \mu$ from the wanted components.

### 4.4.1 Breakdown by orthogonal functions

At first, we expand the measurement data $x(t)$ to the linear combination of orthogonal functions $\psi_{i}(t), i=0, \cdots, n$ such that

$$
\begin{equation*}
\Psi(t)=\sum_{i=0}^{n} a_{i} \psi_{i}(t) d t \tag{55}
\end{equation*}
$$

where, $a_{i}$ are the coefficients, $\psi_{i}(t)$ are the continuous real functions, $n$ is the order of the orthogonal functions.

In this thesis, "fit" is used to represent the measurement data as the sum of adequate orthogonal functions. The measurement data $x(t)$ are represented as the vector $y$ such that

$$
y \equiv\left[\begin{array}{llll}
x\left(t_{0}\right) & x\left(t_{1}\right) & \cdots & x\left(t_{n}\right) \tag{56}
\end{array}\right]^{\mathrm{T}} .
$$

The coefficient vector $a$ consists of the components $a_{i}$, which come from the orthogonal function expansion. It is given by

$$
a \equiv\left[\begin{array}{llll}
a_{0} & a_{1} & \cdots & a_{n} \tag{57}
\end{array}\right]^{\mathrm{T}} .
$$

Then a matrix $G \in \mathbb{R}^{n \times n}$ is defined using $\psi_{i}(t)$ such that

$$
G \equiv\left[\begin{array}{cccc}
\psi_{0}\left(t_{0}\right) & \psi_{0}\left(t_{1}\right) & \cdots & \psi_{0}\left(t_{n}\right)  \tag{58}\\
\psi_{1}\left(t_{0}\right) & \psi_{1}\left(t_{1}\right) & \cdots & \psi_{1}\left(t_{n}\right) \\
\vdots & \vdots & \ddots & \vdots \\
\psi_{n}\left(t_{0}\right) & \psi_{n}\left(t_{1}\right) & \cdots & \psi_{n}\left(t_{n}\right)
\end{array}\right] .
$$

$a$ is solved using the least square method such that

$$
\begin{equation*}
a=\left(G^{T} G\right)^{-1} G^{\mathrm{T}} y \tag{59}
\end{equation*}
$$

We use $a$ in Eq. (59) to eliminate the components of orthogonal functions and calculate the accumulated residual function $R_{S}(t)$, which is described later. The components are represented as Eq. (55) using the orthogonal functions $\psi_{i}(t)$.

### 4.4.2 Identification by elimination

In Eq. (55), $a_{i}$ and $\psi_{i}$ come from the characteristics of the original measurement data $x(t)$. In general, the original data are represented the sum of eigenvalues and eigenvectors of themselves. These are inner-data characteristics of $x(t)$.

But it can be said rather difficult to solve from inner-data characteristics of the measurement data. Therefore, we will study the method to mandatorily eliminate specific components by external force and retrieve a noise-buried displacement. In other words, we will eliminate the components which make the displacement invisible.

The residual function is represented as follows. Our algorithms intentionally draw out specific components as Eq. (61).

$$
\begin{align*}
r_{s}(t) & =x(t)-\Psi(t)  \tag{60}\\
& =x(t)-\sum_{i=0}^{n} a_{i} \psi_{i}(t) \tag{61}
\end{align*}
$$

If we can retrieve the step-moved characteristics of the displacement function $s_{D}(t)$ at the occurrence time $t_{D}$, for example, as a clear peak, the occurrence time $t_{D}$ will be found from the accumulated residual function $R_{S}(t)$ which is described later.

### 4.4.3 Role of orthogonal polynomials

In this section, we use the orthogonal "polynomials" as the function $\psi_{i}(t)$. The orthogonal polynomials are generalized as the Jacobi polynomials, and its special example is the Gegenbauer polynomials.

The Gegenbauer polynomials satisfy the following recursive relation ${ }^{[30]}$.

$$
\begin{gather*}
C_{0}^{\alpha}(t)=1  \tag{62}\\
C_{1}^{\alpha}(t)=2 \alpha t  \tag{63}\\
C_{n}^{\alpha}(t)=\frac{1}{n}\left\{c_{1} C_{n-1}^{\alpha}(t)-c_{2} C_{n-2}^{\alpha}(t)\right\}, \tag{64}
\end{gather*}
$$

where,

$$
\begin{gather*}
c_{1}=2 t(n+\alpha-1),  \tag{65}\\
c_{2}=n+2 \alpha-2 . \tag{66}
\end{gather*}
$$

An easy-to-use case is

$$
\begin{equation*}
\alpha=\frac{1}{2}, \tag{67}
\end{equation*}
$$

This formula corresponds to the Legendre polynomials. The respective function is given by

$$
\begin{equation*}
P_{n}(t)=\frac{1}{2^{n}} \sum_{i=0}^{n}\binom{n}{i}^{2}(t-1)^{n-i}(t+1)^{i} . \tag{68}
\end{equation*}
$$

In this article, we use the Legendre polynomials as one of the Gegenbauer polynomials as a set of orthogonal functions.

The components of orthogonal polynomials do not simply correspond to frequency components as the trigonometric functions. The 0th and 1st order components are a constant and linear function with respect to time. These components have clear physical meanings and are wellused in various analysis works.

We clarify the merit of the orthogonal polynomials in the following paragraphs. These algorithms can find a clear peak at the occurrence time of displacement using 0th and 1st order components of the orthogonal polynomials.

The 0th and 1st order components of the Legendre polynomials are

$$
\begin{align*}
& P_{0}(t)=1,  \tag{69}\\
& P_{1}(t)=t . \tag{70}
\end{align*}
$$

Therefore,

$$
\begin{equation*}
P(t)=a_{0} P_{0}(t)+a_{1} P_{1}(t) \tag{71}
\end{equation*}
$$

$$
\begin{equation*}
=a_{0}+a_{1} t \tag{72}
\end{equation*}
$$

Here, we put $\mu_{0}=0$ and fit $P(t)$ to the displacement function $s_{D}(t)$. The coefficients are given by

$$
\begin{align*}
& a_{0}=-\frac{\Delta \mu}{4}  \tag{73}\\
& a_{1}=\frac{3 \Delta \mu}{2 T} . \tag{74}
\end{align*}
$$

Then the residual function $r_{s}(t)$ is derived from the displacement function $s_{D}(t)$ such that

$$
\begin{equation*}
r_{s}(t)=s_{D}(t)-P(t) . \tag{75}
\end{equation*}
$$

Dividing cases before and after the time $t_{D}[\mathrm{~s}]$,

$$
r_{S}(t)= \begin{cases}\frac{\Delta \mu}{4}-\frac{3 \Delta \mu}{2 T} t & \left(t<t_{D}\right)  \tag{76}\\ \frac{5 \Delta \mu}{4}-\frac{3 \Delta \mu}{2 T} t & \left(t \geq t_{D}\right)\end{cases}
$$

Furthermore, we integrate the residual function $r_{s}(t)$ with respect to time $t$ and obtain the accumulated residual functions $R_{S}(t)$ such that

$$
\begin{equation*}
R_{s}(t)=\int_{0}^{t} r_{s}(\tau) d \tau \tag{77}
\end{equation*}
$$

Here, we divide the cases before and after the occurrence time $t_{D}$ such that

In period $t<t_{D}$ :

$$
\begin{align*}
R_{s}(t) & =\int_{0}^{t}\left(\frac{\Delta \mu}{4}-\frac{3 \Delta \mu}{2 T} \tau\right) d \tau  \tag{78}\\
& =\frac{\Delta \mu}{4} t-\frac{3 \Delta \mu}{4 T} t^{2} \tag{79}
\end{align*}
$$

In period $t \geq t_{D}$ :

$$
\begin{align*}
R_{S}(t) & =R_{D}+\int_{t_{D}}^{t}\left(\frac{5 \Delta \mu}{4}-\frac{3 \Delta \mu}{2 T} \tau\right) d \tau  \tag{80}\\
& =R_{D}+\frac{5 \Delta \mu}{4}\left(t-t_{D}\right)-\frac{3 \Delta \mu}{4 T}\left(t^{2}-t_{D}^{2}\right), \tag{81}
\end{align*}
$$

where,

$$
\begin{align*}
R_{D} & =R_{S}\left(t_{D}\right)=\lim _{u \rightarrow t_{D}} \int_{0}^{u} r_{S}(\tau) d \tau \\
& =\lim _{u \rightarrow t_{D}} \int_{0}^{u}\left(\frac{\Delta \mu}{4}-\frac{3 \Delta \mu}{2 T} \tau\right) d \tau \\
& =\lim _{u \rightarrow t_{D}}\left[\frac{\Delta \mu}{4} \tau-\frac{3 \Delta \mu}{2 T} \tau^{2}\right]_{0}^{u} \\
& =\frac{\Delta \mu t_{D}}{4}\left(1-\frac{3}{T} t_{D}\right) . \tag{82}
\end{align*}
$$

Fig. 4.4-1 shows an actual example of this calculation. In this case, the parameters are $\Delta \mu=5[\mathrm{~mm}]$, $T=60[\mathrm{~s}]$ and $t_{D}=30[\mathrm{~s}]$.


Fig. 4.4-1 Deviation of a clear peak

In Fig. 4.4-1, we show that the accumulated residual function $R_{S}(t)$ can retrieve the occurrence time $t_{D}[\mathrm{~s}]$ as a clear peak. Therefore, we can utilize it for finding the occurrence time.

In reality, the above algorithms are applied to noise-buried measurement data. The algorithms have a great merit to detect the candidates of the occurrence time. This discussion reveals the effect of the 0th and 1st order components of the orthogonal polynomials.

In addition, we must consider the role of higher order components than 1st order of the orthogonal polynomials. Such higher order components represent higher power spectrum components. But these components of the Legendre polynomials are different from the Fourier series. It means higher order components of polynomials do not correspond perfect frequency components. Therefore, we can obtain only candidates of the true occurrence time, and it has become the first step, not a final solution.

Fig. 4.4-2 shows an actual example of the accumulated residual function $R_{S}(t)$. There are several peaks. They can be examples of the candidates $t_{c}$ of the true occurrence time $t_{D}$.


Fig. 4.4-2 Example of the accumulated residual function

The above study clarifies that we can obtain the candidates of the occurrence time using the Legendre polynomials. If obtaining the candidates $t_{c}$ of the occurrence time and eliminating unwanted components, we can identify the occurrence time. This is the next step, and it will be discussed in Sec. 4.5.

### 4.4.4 Considering Fourier series

In this subsection, we discuss about the use of the Fourier functions. Orthogonal functions are the sum of the 0 th and higher order components, and represented by

$$
\begin{equation*}
F(t)=\psi_{0}(t)+\sum_{n=1}^{N} \psi_{n}(t) \tag{83}
\end{equation*}
$$

The orthogonal functions are given by

$$
\begin{gather*}
\psi_{0}(t)=\frac{a_{0}}{2}  \tag{84}\\
\psi_{n}(t)=a_{n} \cos \frac{2 \pi n t}{T}+b_{n} \sin \frac{2 \pi n t}{T} \tag{85}
\end{gather*}
$$

where, $T$ is the measurement period, and

$$
\begin{align*}
& a_{n}=\frac{2}{T} \int_{0}^{T} x(t) \cos \frac{2 \pi n t}{T} d t  \tag{86}\\
& b_{n}=\frac{2}{T} \int_{0}^{T} x(t) \sin \frac{2 \pi n t}{T} d t . \tag{87}
\end{align*}
$$

There are difficulties in the algorithms using the Fourier series. The displacement function $s_{D}(t)$ and the observation noise $w(t)$ have conspired their power spectrums in the band which is close to the sampling interval $1[\mathrm{~Hz}]$, the upper limit of observation. Therefore, it is difficult to distinguish them using the Fourier series.

Furthermore, there is another difficulty. The Fourier series automatically coordinate the phase against our intention. This effect deletes the evidence of the occurrence time $t_{D}$ by the landslide. It means that we lost the most wanted information for this problem.

According the above two reasons, the Fourier functions are ill-adapted to the problem.

### 4.5 Determining the occurrence time

We have obtained the candidate $t_{c}$ of the occurrence time in Sec.4.4. All we should do is to clarify how to determine true or not and find the occurrence time $t_{D}$.

In order to solve the above problem, we re-write a displacement model such as Fig. 4.5-1 for the 2 nd step of the algorithms,


Table 4.5-1 Displacement model in 2nd step
where $t_{c}$ is the candidate of the true occurrence time $t_{D}$. Namely if $t_{c}$ is true, $t_{c}=t_{D}$.
The measurement data $x\left(t-t_{D}\right)$ can be divided into the even function $x_{e}\left(t-t_{D}\right)$ and the odd function $x_{o}\left(t-t_{D}\right)$ on the time $t_{D}$ such that

$$
\begin{equation*}
x\left(t-t_{D}\right)=x_{e}\left(t-t_{D}\right)+x_{o}\left(t-t_{D}\right), \tag{88}
\end{equation*}
$$

where $x_{e}\left(t-t_{D}\right)$ and $x_{o}\left(t-t_{D}\right)$ behave as

$$
\begin{gather*}
x_{e}\left(-t-t_{D}\right)=x_{e}\left(t-t_{D}\right)  \tag{89}\\
x_{o}\left(-t-t_{D}\right)=-x_{o}\left(t-t_{D}\right) \tag{90}
\end{gather*}
$$

$x_{e}\left(t-t_{D}\right)$ and $x_{o}\left(t-t_{D}\right)$ are orthogonal each other such that

$$
\begin{equation*}
\int_{t_{D}-\Delta T}^{t_{D}+\Delta T} x_{e}\left(t-t_{D}\right) x_{o}\left(t-t_{D}\right) d t=0 . \tag{91}
\end{equation*}
$$

We can consider that the displacement function $s_{D}(t)$ is just the odd function, if we put the occurrence time $t_{D}$ at the origin. Because this displacement is an irreversible phenomenon, and all landslides are irreversible. Therefore, we can say they are the odd functions.

This fact represents the characteristics of the displacement function $s_{D}(t)$. It becomes an odd function on the occurrence time $t_{D}$ shown as

$$
\begin{equation*}
s_{D}(-t)-\frac{\mu}{2}=-s_{D}(-t)-\frac{\mu}{2} . \tag{92}
\end{equation*}
$$

In other words, $s_{D}(t)$ never have the even components primitively. Therefore, if we eliminate the even components, it is able to obtain the information of the displacement $s_{D}(t)$. From these discussions, we will precisely eliminate unwanted components using the orthogonal even functions $E\left(t-t_{c}\right)$, which have the following characteristic, and remain components of $s_{D}(t)$ only.

$$
\begin{equation*}
E\left(-t-t_{c}\right)=E\left(t-t_{c}\right) . \tag{93}
\end{equation*}
$$

We calculate using actual data, and use the measurement data, which are artificially added a step of $5[\mathrm{~mm}]$ to PPP-RTK data utilizing QZSS CLAS, mentioned in Subsec. 4.2.3.

On the stage obtaining the candidates $t_{c}$, we eliminate 0th and 1 st components of the Legendre functions, similarly to Sec. 4.4.3.

We use the cosine functions, to eliminate the unwanted even components for determining the true occurrence time. The cosine functions are used as the orthogonal even functions $E\left(t-t_{c}\right)$ for eliminate the observation noise $w(t)$.

$$
\begin{equation*}
E\left(t-t_{c}\right)=\sum_{n=0}^{N} a_{n} \cos \frac{2 \pi(n+1)\left(t-t_{c}\right)}{T} \tag{94}
\end{equation*}
$$

In this case, the order must cover the frequency band, which covers the disturbance of ionospheric delay. In general, the ionospheric disturbance has the variance of approximately 1 minute. Therefore, we take the order which covers this disturbance. The numerical example is 35th order in maximum.

We integrate a residual function, which eliminates the orthogonal functions, and calculate the accumulated residual function. This result is shown as Fig. 4.5-2. It shows a clear peak when the candidate is true.


Table 4.5-2 Clear peak appearance in a true case only

According to this result, if the candidate is false, we cannot find the clear peak. On the other hand, if the candidate is true, we can find the clear peak. Therefore, it is able to determine true or not of a candidate $t_{c}$. After determining the occurrence time $t_{c}$, we can calculate the length of the displacement $\Delta \mu$ by taking an average difference before and after the occurrence time $t_{D}$.

The study of this section has clarified that we can determine the candidate is true or not, using the elimination of the observation noise $w(t)$ from the measurement data $x(t)$ with the candidates $t_{c}$ of the occurrence time $t_{D}$.

These algorithms are to fit the even functions and eliminate the unwanted noise $w(t)$ from the original data $x(t)$. By using this method, we can determine the true occurrence time $t_{D}$ and retrieve the millimeter-scale displacement $\Delta \mu$.

### 4.6 Integration of algorithms

We can derive a new and practical solution by integrating the algorithms described in the previous sections. The algorithms consist of two steps. The 1 st step is to find the candidates $t_{c}$ of the occurrence time $t_{D}$. The 2 nd step is, using the result of the 1 st step, to determine the occurrence time $t_{D}$ and displacement $\Delta \mu$. In actuality, the processing runs on the discrete time $t_{k}$. We summarize 2 -step algorithms in the following sections.

This method can reduce the displacement measurement time from the current 24 [h] to approximately $1[\mathrm{~h}]$ in quasi-real time to promptly warn of impeding landslide disasters.

### 4.6.1 Candidate of the occurrence time

The 1st step is the following procedure to find a candidate of the occurrence time $t_{c}$.

1) Take the measurement data $x\left(t_{k}\right)$ during the time period $T$ on the discrete time $t_{k}$ with interval $\Delta T$ for digital measurement and processing. For example, $T=3600[\mathrm{~s}]$.

$$
\begin{equation*}
x\left(t_{k}\right): 1 \leq t_{k}<T . \tag{95}
\end{equation*}
$$

2) Fit and solute the coefficient $a_{n}$ of the Legendre polynomials to the measurement data $x\left(t_{k}\right)$. For example, $N=35$.

$$
\begin{equation*}
P\left(t_{k}\right)=\sum_{n=0}^{N} a_{n} P_{n}\left(t_{k}\right) \tag{96}
\end{equation*}
$$

where,

$$
\begin{equation*}
P_{n}\left(t_{k}\right)=\frac{1}{2^{n}} \sum_{i=0}^{N}\binom{n}{i}^{2}\left(t_{k}-1\right)^{n-i}\left(t_{k}+1\right)^{i} . \tag{97}
\end{equation*}
$$

3) Eliminate the components of Eq. (96) from the original measurement data $x\left(t_{k}\right)$.

$$
\begin{equation*}
r_{s}\left(t_{k}\right)=x\left(t_{k}\right)-P\left(t_{k}\right) . \tag{98}
\end{equation*}
$$

4) Integrate the residual function $r_{s}\left(t_{k}\right)$ from the start time 0 to $t_{k}$ and obtain the accumulated residual function $R_{s}\left(t_{k}\right)$. The integration is numerically executed using the Simpson's rule for example.

$$
\begin{equation*}
R_{s}\left(t_{k}\right)=\int_{0}^{t_{k}} r_{s}(\tau) d \tau \tag{99}
\end{equation*}
$$

5) We can find a number of clear peaks and make them the candidate $t_{c}$ of the occurrence time.

### 4.6.2 Occurrence time and displacement

The 2 nd step is the following procedure to find the occurrence time and displacement $t_{D}$ and the displacement $\Delta \mu$.

1) Take the measurement data $x^{\prime}\left(t_{k}\right)$ during $t_{c}-\Delta t_{c}$ to $t_{c}+\Delta t_{c}$ on the re-defined discrete time $t_{k}$ with interval $\Delta T$ for digital measurement and processing. For example, $\Delta t_{c}=600[\mathrm{~s}]$.

$$
\begin{equation*}
x^{\prime}\left(t_{k}\right): t_{c}-\Delta t_{c} \leq t_{k}<t_{c}+\Delta t_{c} . \tag{100}
\end{equation*}
$$

2) Eliminate 0th and 1st terms of the Legendre polynomials.

$$
\begin{equation*}
x^{\prime \prime}\left(t_{k}\right)=x^{\prime}\left(t_{k}\right)-\left\{a_{0} P_{0}\left(t_{k}\right)+a_{1} P_{I}\left(t_{k}\right)\right\} . \tag{101}
\end{equation*}
$$

3) Fit the cosine function to $x$ " $\left(t_{k}\right)$, and eliminate the lower order components, and obtain the residual function $r_{s^{\prime}}\left(t_{k}\right)$. For example, $N=35$.

$$
\begin{equation*}
r_{s^{\prime}}\left(t_{k}\right)=x^{\prime \prime}\left(t_{k}\right)-\sum_{n=0}^{N} a_{n} \cos \frac{2 \pi(n+1) t_{k}}{2 \Delta T_{c}} . \tag{102}
\end{equation*}
$$

4) Integrate $r_{s^{\prime}}\left(t_{k}\right)$ from $t_{c}-\Delta t_{c}$ to $t_{k}$ and obtain the accumulated residual function $R_{s^{\prime}}\left(t_{k}\right)$. The integration is numerically executed using the Simpson's rule for example.

$$
\begin{equation*}
R_{S^{\prime}}\left(t_{k}\right)=\int_{t_{c}-\Delta t_{c}}^{t_{k}} r_{s^{\prime}}(\tau) d \tau . \tag{103}
\end{equation*}
$$

5) Check $R_{s^{\prime}}\left(t_{k}\right)$, and find the clear peaks at the candidate $t_{c}$. If so, $t_{c}$ is the true value $t_{D}$. If not a clear peak, reject the candidate $t_{c}$.
6) Take the average of $x\left(t_{k}\right)$ before and after $t_{D}$ respectively, and calculate the difference, and obtain the displacement $\Delta \mu$.

## 5 EXPERIMENTS FOR MILLIMETER DISPLACEMENT DETECTION

### 5.1 Experiments of occurrence

In this chapter, we show numerical examples of experiments. These experiments were conducted in Tokyo area of Japan, As GNSS technique, we used RTK mentioned in Subsec. 4.2.3 for checking the algorithms. Our equipment made an artificial input of displacement and measured this displacement using the proposed algorithms in this thesis.

### 5.1.1 Experiment 1

In Table 5.1-1, we show the conditions of this experiment. Fig. 5.1-1 shows detected clear peaks at the occurrence time. The horizontal axis is an elapsed time from the start time. Table 5.11 shows the result of these displacement measured values, where the columns of UTC present the starting time of the experiment in Coordinated Universal Time. The displacement was given at 600 [s] later from the start time.

Table 5.1-1 Condition of Experiment 1

| No. | Item | Description |
| :---: | :--- | :--- |
| 1 | Place | $35.679^{\circ} \mathrm{N} / 139.147^{\circ} \mathrm{E}$ |
| 2 | Date | February 22, 2018 |
| 3 | Equipment | Javad Alpha |
| 4 | Direction | Easting |
| 5 | Input | 7.5 mm |



Fig. 5.1-1 Detection of the occurrence time in Experiment 1

Table 5.1-2 Results of Experiment 1

| Case | UTC | True value | Estimated value |
| :---: | :---: | :---: | :---: |
| 1-A | $00: 00$ | 7.5 mm | 8.5 mm |
| 1-B | $06: 00$ | 7.5 mm | 5.8 mm |

The measured values could be detected closer displacement to the true value in both cases. Such measured values have been enough accurate that an administrator of the infrastructures release a warning to citizens in actual services.

### 5.1.2 Experiment 2

In Table 5.1-3, we show the conditions of this experiment.

Table 5.1-3 Condition of Experiment 2

| No. | Item | Description |
| :---: | :--- | :--- |
| 1 | Place | $35.679^{\circ} \mathrm{N} / 139.147^{\circ} \mathrm{E}$ |
| 2 | Date | February 22, 2018 |
| 3 | Equipment | Javad Alpha |
| 4 | Direction | Easting |
| 5 | Input | 5 mm |

Fig. 5.1-2 shows detected clear peaks at the occurrence time. Table 5.1-4 shows the result of these displacement measured values.


Fig. 5.1-2 Detection of the occurrence time in Experiment 2

Table 5.1-4 Results of Experiment 2

| Case | UTC | True value | Estimated value |
| :---: | :---: | :---: | :---: |
| 2-A | $00: 20$ | 5.0 mm | 4.7 mm |
| 2-B | $06: 20$ | 5.0 mm | 7.5 mm |

The measured values could be detected closer displacement to the true value in all of the cases. Such measured values have been enough accurate that an administrator of the infrastructures release a warning to citizens in actual services.

### 5.1.3 Experiment 3

In Table 5.1-5, we show the conditions of this experiment. Fig. 5.1-3 shows detected clear peaks at the occurrence time. Table 5.1-6 shows the result of these displacement measured values.

Table 5.1-5 Condition of Experiment 2

| No. | Item | Description |
| :---: | :--- | :--- |
| 1 | Place | $35.679^{\circ} \mathrm{N} / 139.147^{\circ} \mathrm{E}$ |
| 2 | Date | February 22, 2018 |
| 3 | Equipment | Javad Alpha |
| 4 | Direction | Easting |
| 5 | Input | 2.5 mm |



Fig. 5.1-3 Detection of the occurrence time in Experiment 3

Table 5.1-6 Results of Experiment 2

| Case | UTC | True value | Measured value |
| :---: | :---: | :---: | :---: |
| 3-A | $00: 40$ | 2.5 mm | 3.8 mm |
| 3-B | $06: 40$ | 2.5 mm | 3.2 mm |

The measured values could be detected closer displacement to the true value in all of the cases. Such measured values have been enough accurate that an administrator of the infrastructures release a warning to citizens in actual services.

There are other techniques of GNSS precise positioning which are described in Subsec. 4.2.3. Application of this algorithms to these techniques are our future works.

### 5.2 Summary for Millimeter Detection

In this thesis, the author addressed the mathematical algorithms to measure a destructive displacement buried in noise using GNSS precise positioning and the orthogonal function expansion of its positioning result. This method can reduce the displacement measurement time from the current 24 [h] to approximately 1 [h] in quasi-real time to promptly warn of impeding landslide disasters.

The major application is the detection of a landslide which is one of most intimidating disasters. In reality, there are 525 thousand points as sediment disaster dangerous places in Japan.

This mathematical algorithm to retrieve millimeter-scale displacement in observation noise of GNSS precise positioning. Principally speaking, these algorithms can be applied to onto RTK, PPP, and GNSS precise positioning in not only Japan but also other regions. This method will inform the foreboding of a destructive landslide and will save many lives and infinite property of assets in catastrophic disasters ${ }^{[19,20]}$.

## 6 CONCLUSIONS

In this thesis, novel high-accuracy positioning methods of Global Navigation Satellite System (GNSS) were proposed for centimeter augmentation and millimeter displacement detection, and its accuracy and convergence performances were validated.

Firstly, the author designed the centimeter-accurate positioning assistance system for realtime navigation and positioning using the 5 G mobile communication service. In the comparison to the existing system using the QZSS satellite, this design made the horizontal accuracy from $3[\mathrm{~cm}]$ to approximately $1[\mathrm{~cm}]$ and makes the convergence time from $60[\mathrm{~s}]$ to $3[\mathrm{~s}]$. These are the highest performances as the unidirectional assistance of real-time GNSS positioning which should be implemented into the smart cities which are developed today.

Secondly, the author also developed millimeter-accurate displacement detection in semirealtime. The thesis discussed mathematical algorithms to measure a destructive displacement buried in noise using GNSS precise positioning and the orthogonal function expansion of its positioning result. The algorithm must retrieve a millimeter-scale displacement in observation noise; therefore, they apply the orthogonal functions from the class of Gegenbauger polynomials and the orthogonal even functions. This method can reduce the displacement measurement time from the current $24[\mathrm{~h}]$ to approximately $1[\mathrm{~h}]$ in quasi-real time to promptly warn of impeding landslide disasters. Thus, the proposed method can save many lives and considerable property.

Thus, a realtime centimeter augmentation and semi-realtime millimeter displacement detection method with high-accuracy and short observation span can be obtained proposed by using GNSS systems and the proposed method. The proposed method can be a fundamental technology that can enable automated navigation and high-accuracy positioning, safe and manageable spatial migration and disaster management, and improvement of the quality of life.
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