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 Abstract 

Open boundary conditions and solid wall boundary conditions are main topics of 

boundary treatment in particle-based fluid simulation. Appropriate boundary conditions (BCs) 

can significantly enhance the simulation results and reduce computation costs. This thesis 

mainly deals with three issues related to BCs of particle-based fluid simulation: (1) the 

complication in implementing open BCs, (2) the challenge in generating wall particles along 

implicit surfaces and (3) the difficulty of efficient determination of appropriate particle motion 

around free surfaces and implicit surfaces. These works aim to develop simplified schemes 

related to BCs that achieve fast computation without loss of accuracy. 

On the first topic, simplified schemes for open BCs with inflow and outflow boundaries 

are proposed. The first scheme, a nonreflecting outlet boundary condition (NROBC) 

considered a combination of inflow/outflow algorithm and periodic boundary conditions. This 

approach helps conservation of total mass and insertion of inflow particles without re-arranging 

process. The second scheme is developed to overcome the challenges of different sizes of inlet 

and outlet. A formulation that estimates physical quantities at inflow/outflow zones using 

standard scheme of smoothed particle hydrodynamics is developed. This scheme can avoid 

complicated extrapolation process and contributes to simple and fast estimation. The 

advantages of the - smoothed-particle hydrodynamics (SPH) scheme, specifically the 

particle shifting technique (PST), were successfully used to correct the position, velocity, and 

pressure of particles. Thus, instability errors of particles were prevented. The proposed 

technique easily addressed the challenges of inflow boundary conditions with prescribed or 

nonprescribed values. 

On the second topic, we proposed schemes for generation of layered boundary particles 

along implicit surfaces. In the first approach, two central problems related to wall boundary 

penetration and the truncated support of kernel function have been overcome. Boundary 

particles are uniformly distributed, along with implicit curves, thereby considering the effect 

of the boundary. The second approach is an improved boundary treatment technique to 

compare with the first approach. The techniques provide full treatment for complicated 

geometries even though at sharp corners without any additional treatment. 
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On the third topic, a modification of the PST is proposed to reduce computation costs 

in the free surface treatment. New formulations for particle shifting that prevents tensile 

instability and for solid BCs with implicit surfaces are proposed in order to achieve stability at 

the interaction of fluid and obstacles. This approach is based on the idea of controlling the 

effect of particles shifting and it can be a significant breakthrough to minimize costly processes 

related to ghost particles in the computation.  

These proposed techniques were validated using several benchmark test cases, and the 

results obtained are consistent with reference solutions. The developed approaches are well 

suited for wall boundaries and the evolution of the flow field. The results demonstrate the 

robustness and versatility of the proposed techniques for various simulations. 
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Chapter 1 Introduction 

1.1 Introduction 

Nowadays, computer graphics has become a central part of our lives; it is used in 

movies, games, computer-aided design, virtual simulators, visualization, shape modeling, 

fluid simulation, and so forth. The development of three-dimensional (3D) content has 

been considered the main goal of computer graphics, and it has been extensively studied 

in several ways. There have been various 3D shape representations in computer graphics 

such as voxel grids [1, 2], point clouds [3,4], mesh-based [5,6], integrated surface patches 

[7], and implicit fields [8,9]. Presently, an implicit surface has risen to be a promising 3D 

shape representation. The creation of an implicit surface can be evaluated from 3D points 

at arbitrary resolutions, and the mesh/surface can be extracted by applying the classical 

marching cubes algorithm. This output representation enables shape recovery at arbitrary 

resolutions, and it is continuous and can handle different topologies. An important 

application of implicit surfaces is surface reconstruction from scanned surface points 

[10,11], and a number of surface reconstruction techniques have been proposed in the last 

two decades. The functions of implicit surfaces consist of wavelets [12], radial basis 

functions [13], B-spline bases [14] and piecewise polynomial [15]. Recently, several new 

approaches based on learning-based 3D reconstruction for implicit surfaces have 

attracted increasing attention in the research community [8,9]. It expresses the huge 

potential of 3D implicit representation and its application in various fields.  

Fluid phenomena are an interesting topic in computer graphics. Various fluid 

phenomena include wind, weather, and ocean waves simulated in computational fluid 

dynamics. Several numerical methods have achieved outstanding results, such as SPH 

[16,17,39,83], Position based dynamics[18,84], Moving particle semi-implicit (MPS) 

[77,78], Vortex method [79,80] and so on. However, the 3D geometry in their research 

is typically represented by particles in Akinci [16,17] or polygonal mesh [18, 39,81]. 

Thus, these approaches require a large amount of memory to store particles or meshes, 

vertices, and so on throughout the simulation process. Moreover, determining whether a 
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point is on the interior or exterior of an object is difficult.  Presently, investigating a 

simulation with an implicit surface is unusual. Some pioneering research has been 

conducted to apply particle-based fluid simulation with implicitly defined walls [19,20]. 

When representing an obstacle using implicit surfaces, the smoothness of the object is 

obtained much easier than in other 3D obstacles. Hence, particle-based fluid simulation 

with implicit surface has probably become a new trend in the future. 

Among particle-based methods, the SPH method is a robustness model for fluid 

animation in computer graphics [82,83,85,86]. SPH has emerged to be a fully-fledged 

technique in fluid animation with versatile effects for interactive free-surface scenarios. 

The SPH method was originally developed as a grid-less numerical method for simulating 

astrophysical problems [Lucy, 1977 [21]; Gingold & Monaghan, 1977 [22]]. Unlike 

Eulerian computational techniques, such as the finite volume and finite difference 

methods, SPH does not require a grid because derivatives are approximated using a kernel 

function to solve the governing equations. Boundary conditions are both crucial and 

challenging in this method [48,87,88,89]. It can consider a key aspect of numerical 

simulations and can seriously influence the correct and accurate representation of the 

solution. Thus, this research focuses on dealing with boundary treatment for the SPH 

method. 

1.2 Thesis objectives 

This thesis presents several developments and improvements to the SPH method to obtain 

good accuracy and fast computation. The objectives of this thesis can be briefed as 

follows: 

 Propose simplified approaches to handle the complication in implementing open 

boundary conditions 

 Propose new boundary treatments to overcome the challenge in generating wall 

particles along implicit surfaces. 
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 Propose a technique to address the difficulty of efficient determination of 

appropriate particle motion around free surface and implicit surfaces.  

1.3 Related works 

Over the past four decades, SPH has successfully been used to simulate complex 

problems ranging from magnetohydrodynamics and solid mechanics to fluid mechanics, 

including free surfaces, because of the simplicity of formulas and stability of the overall 

simulation [81,87,88,90,91,92]. Boundary conditions are a challenge in this method. 

Appropriate boundary conditions can dramatically enhance simulation results and 

computational time. Many approaches in boundary treatment proposed in both open 

boundary and solid wall boundary conditions. 

Several authors have expressed an interest in incorporating open boundary 

conditions into the SPH method. In several SPH simulations, the simplest and fastest 

technique, i.e., the use of periodic boundary conditions [23,24], is often used in which 

particles are recycled with particles passing through the outlet and reinserted at the inlet. 

This technique is limited and inappropriate for simulations with different inflow/outflow 

cross-sectional lengths. Additionally, violations resulting from the outlet velocity field 

after reinsertion can cause an unstable state in long runtime simulations. 

Lastiwka et al. [25] proposed permeable boundary conditions; however, this is 

difficult to implement with a free surface. A different approach relies on a generalization 

of the unified semi-analytical boundary condition method introduced by Ferrand et al. 

[26] and Leroy et al. [27]. This technique has been used to incorporate unsteady open 

boundaries into incompressible SPH and weakly compressible SPH models. Tafuni et al. 

[28] used mirrored particles at the fluid zone and a higher-order interpolation process of 

updating the values of inflow/outflow particles. However, these approaches have a high 

computational cost and are complicated. Federico et al. [29] presented an implementation 

of open boundary conditions based on inflow/outflow buffer layers with the inflow 

particle information assigned at the beginning of the simulation. Alvarado-Rodr guez et 

al. [30] used a reservoir buffer to prevent a reflection of the velocity field at the outlet. 
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Vacondio et al. [31] introduced open boundary conditions using Riemann invariants. 

Tarksalooyeh [32] constructed a pre-inlet domain to feed the inflow region. Molteni et 

al. [33] and Altomare et al. [34] proposed a sponge layer to avoid spurious reflections 

from waves. Liu [35] used Taylor series expansion to extrapolate the values of inlet and 

outlet particles. Wang et al. [36] and Negi [37] selected a characteristic-based method to 

apply as a non-reflecting boundary condition in a WCSPH model. Most previous studies 

have usually opted to update inflow/outflow particle information via extrapolation from 

fluid particles. This results in complicated procedures and is time consuming. 

In terms of solid wall boundary treatment, it is always challenging, especially for 

complicated geometry with sharp corners. To simplify the treatment of boundary 

conditions, a single layer of boundary particles can be used to represent the wall boundary 

in Monaghan [38], where the repulsive force is enforced by the Lennard–Jones (LJ) 

potential between uid and boundary particles. This method can avoid the penetration of 

fluid particles through obstacles but suffers from spurious pressure behavior near the 

wall. 

Harada et al. [39] proposed a polygon wall boundary condition to represent 

objects that eliminate boundary particles. This technique obtained good results in the case 

of planar wall boundaries but resulted in large pressure oscillations for non-planar 

geometries. 

To accurately represent a wall boundary, the approaches are utilized with several 

layers of boundary particles to manage the deficiency of the support domain of the uid 

particles close to a wall such as a mirror [46,47] and dummy particles [48,49]. Mirror 

particles can obtain a smooth pressure distribution in two and three dimensions. Yildiz et 

al. [47] proposed a multiple boundary tangent method to simulate 2D channel ow with 

an obstacle. This method can be extended to three dimensions. However, the boundary 

treatment is complicated and time consuming to be generalized to 3D. Adami et al. [48] 

used several layers of dummy particles to simulate complex geometries with slip and no-

slip boundary conditions and obtained good results. Marrone et al. [49] proposed a 

technique called fixed ghost particles that performs well for simulating flows around bluff 
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bodies for Reynolds (Re) numbers in the regime of Re  [1, 2400]. However, this 

technique requires special treatment for sharp corners in complicated geometries. 

Zhang et al. [50] proposed an initial boundary particle arrangement technique, 

where boundary particles are automatically and uniformly generated on polygons, 

complying with the shape of the boundary. However, this technique only applies to the 

precomputing step, and it has difficulty in handling sharp corners. 

In all previously introduced techniques, the geometries of objects are represented 

by a polygon model or boundary particles. This leads to high memory consumption and 

high computational costs. Another approach to represent the geometries of objects that is 

promising in computer graphics comprises of so-called implicit surfaces. The main idea 

of implicit surfaces is to use implicit functions to define an object. Therefore, no 

polygonal mesh or boundary particles disappear during simulation, which helps reduce 

the large computational time. Nakata et al. [19] successfully applied fluid simulation to a 

3D scene with implicit surfaces using SPH. Their simulation with a 3D dragon and trefoil 

knot opened the possibility of using SPH for many applications in computer graphics. 

1.4 Thesis outline 

In this thesis, the SPH theory as well as a WCSPH method and implicit surfaces 

are presented in Chapter 2. Simplified approaches for open boundary conditions were 

developed and described in Chapter 3. In Chapter 4, we proposed some new approaches 

for generating boundary particles for a solid body using implicit surfaces. A flexible 

boundary treatment for implicit surfaces is presented in Chapter 5. In Chapter 6, the 

conclusion of the research work is shown. Future works for further improvement are also 

suggested. 
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Chapter 2 Smoothed particle hydrodynamics 
(SPH) method with implicit surface 

SPH is one of the earliest particle methods in computational mechanics. According 

to G.Liu [51], the key idea of the SPH method is as follows; 

- A set of arbitrarily distributed particles without using any mesh that provides the 

connectivity of these particles. (Meshfree) 

-  Kernel approximation serves as the integral function representation. (Integral 

function representation) 

- The integral representation of the field function and its derivatives with 

summations over all corresponding values at neighboring particles in a local 

domain called the support domain. (Compact support) 

- Particle approximation at every time step, using the current local distribution of 

particles. (Adaptive) 

- Field functions in PDEs to produce a set of ODEs in discretized form with respect 

to time only. (Lagrangian) 

- The time history of all field variables for all particles. (Dynamic) 

2.1 Mathematical formulations 

2.1.1 SPH Formulations 

The formulation of SPH is based on the integral representation which is called kernel 

approximation of field functions. From the statement that any function  can be 

represented in integral form, we can deduce the following: 

 
 (2.1) 
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where  is a function of the 3D position vector  ,  represents the volume (contain 

) of the integral, and  is the Dirac delta function defined by the convention: 

 1,
0,  (2.2) 

Instead of using the Delta function , a smoothing function ,  is 

substituted into , and the integral representation of  becomes 

 
,  (2.3) 

where  is the so-called smoothing kernel function or kernel function;  represents the 

smoothing length which is used to determine the influence region with radius    of  

smoothing kernel  for particle i, as shown in Figure 2.1 

 

Figure 2.1 Influence region of the smoothing function W for particle i with a radius of  

 

2.1.2 Kernel function 

The kernel function significantly contributes to the value of the physical property 

in the reference particle. The kernel function must satisfy the following properties [52]:  

Normalization:     , 1 

Positivity: , 0 inside the domain  
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Compact support: , 0 out of the domain  

Delta function behavior: ,  

Monotonically decreasing behavior:  ,  

A function that complies with these properties can be used as a smoothing kernel 

function. The selection of the kernel function is considered critical for determining the 

accuracy of the entire computation. A wide range of kernel functions such as Cubic spline 

kernel [93,94], Gaussian kernel [95,96], Quartic kernel [52,97], Wendland kernel 

[98,99,100], Quintic kernel [38,100]. In this work, we choose the Quintic spline kernel 

because of its stability and accuracy [38]. 

Quintic spline kernel (Morris 1997) – M6 spline 

 

,

3 6 2 15 1       0  1    
3 6 2                            1  2
3                                                   2 3

0                                                          0

 (2.4) 

Where  is 120  , 7 478  and 3 359  in one, two- and three-dimensional 

space, respectively.  is the relative distance between two particles. 

2.2 Weakly compressible SPH 

A theoretically incompressible flow becomes compressible flow by allowing 1% 

of density fluctuations to approach the weakly compressible concept. The 

incompressibility of fluid can be approximated by assuming a compressible fluid with a 

large speed of sound, typically Mach number of 0.1 to keep the density fluctuation small. 

The advantage of WCSPH is because it is robust and easier to program because of its 

explicit method. Pressure is computed explicitly according to the equation of state in Eq 

(2.7). However, because of the numerical speed of sound, the use of much smaller time 

steps increases the computational time and cost, and the use of the equation of state may 

cause large and nonphysical pressure fluctuations. 

The governing equations for WCSPH in its Lagrangian form are 
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  , (2.5) 

  
1

p  , (2.6) 

where , u, p, , and F represent the density, velocity, pressure, dynamic coefficient of 

viscosity, and body force, respectively. 

To overcome the limitations of WCSPH, several variants of the WCSPH model 

have been proposed. The SPH scheme was proposed by Antuono et al. [53,54]. This 

scheme adds a proper artificial diffusive term to the continuity equation to avoid spurious 

numerical high-frequency noise in the pressure field. Recently, the SPH scheme 

proposed by Sun et al. [53] has emerged as the most effective variant of the SPH model. 

This scheme is an improvement to the SPH scheme. The main modification is the use 

of the particle shifting technique (PST) to remove tensile instabilities, which generate 

numerical cavitation. Therefore, this scheme ensures simulation accuracy and stability. 

The SPH model is written as: 

 
0

1

0
2

0

 (2.7) 

where , , and  are the density, pressure, and velocity associated with the i-th 

particle, respectively,  represents the body force,  is the i-th particle volume defined 

as ;  represents the Quintic kernel function and j denotes the particles inside the 

support domain of particle i; the gradient  indicates the differentiation with respect 

to the position of i-th particle;  is the smoothing length; and  are diffusive and 

viscous terms ;  is the dynamic viscosity;  is a reference density; and  is the speed 

of sound.  is usually chosen such that: 

 10 max ,  (2.8) 
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where  and  are the maximum expected velocity and pressure, respectively. 

According to the weakly compressible approach, this ensures a less than 1% density 

variation; additionally, the Mach number of the flow should be 0.1 or less. 

The diffusive term and viscous term are: 

 2  (2.9) 

 
2 2    

respectively, where  are the position associated with the i-th particle, and the 

renormalized density gradient is defined as 

  (2.10) 

 
     

The parameter  is set equal to 0.2 in all simulations, and  is the number of dimensions 

2.3 Time integration 

We adopted the leapfrog method for the integration time. For stability, the time 

step t fulfilled the following criteria: 

 
0.125  , 0.25 , ,

 , ,   ,

 (2.11) 

where is the particle acceleration and the Courant–Friedrichs–Lewy (CFL) constant 

was set to CFL 1.5 for all test cases. 
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2.4 The particle shifting technique (PST) 

The PST was derived by Lind et al. [56] and is indispensable to SPH simulations 

[53,57]. In the -SPH scheme [53], the PST is modified to be well suited for WCSPH, 

as shown in Eq. (2.12). 

  ,   

 .  . 2 1 0.2
 (2.12) 

Here, the symbols  and  indicate the position and velocity of the i-th particle, 

respectively, whereas  indicates the corrected position after applying particle shifting 

.  is the Mach number of the flow. 

After time integration, the particle position is shifted slightly by an amount  to 

implement the PST. The corrected position is calculated and obtained at every time step. 

The pressure and velocity fields are corrected using Taylor series approximation (see Ref. 

[56]): 

  .  , (2.13) 

where  is a general variable. To avoid shifting errors, a limit is imposed on the particle 

shifting distance : 

 
0.05 (2.14) 

2.5 Boundary treatment 

2.5.1 Open boundary conditions 

Open boundary conditions are difficult topics that have been the subject of 

numerous studies by various authors. 
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 A periodic boundary condition [23,24] is considered as the simplest and fastest 

technique in which particles are recycled with particles passing through the 

computational domain as shown in Figure 2.2. It is applied for inlet and outlet particles 

in the direction of flow. Particles crossing the outlet are vice-versa into the flow domain 

at the inlet from the same -coordinate positions with the same field values. The checking 

and adjustment for the -direction are as follows:  

If  then the new position of    is   

If   then the new position of   is   

where,   is the length between two periodic boundaries. This checking 

and adjustment can also be used for - and -directions by changing the coordinate  to 

 and . 

 

Figure 2.2 Periodic boundary condition 

This technique is limited and is inappropriate for simulations with different 

inflow/outflow cross-sectional lengths. Additionally, violations resulting from the outlet 

velocity field after reinsertion can cause an unstable state in long runtime simulations. 

A widely-used approach is the inflow/outflow boundary condition, where the 

computing domain is divided into four sets of particles as follows: fluid, wall, inflow, and 

outflow particles. The inflow zone is placed in front of the fluid zone so that the attached 

zone covers a region as wide as the kernel support. Inflow particles move according to 

their velocity until they cross the inflow zone and become fluid particles. In terms of fluid 
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particles, their information evolves according to the SPH governing equations. The fluid 

particles, which cross the fluid zone, will become outflow particles. Outflow particles, 

which cross the outflow zone, will be eliminated, creating new inflow particles at the 

inflow region. In the case of the different velocity profiles at the outlet zone, the number 

of particles inserted into the computational domain is not as equal as eliminated particles. 

It leads to a loss of total mass, where the conservation of mass is violated. Moreover, the 

array structure of particles is distributed sequential, as described in [29]: inflow, fluid, 

outflow, and boundary particles at every time step. For simulation with the above 

inflow/outflow algorithm, a rearrangement process for the structure of total particles is 

required at every time step, resulting in a high computational cost. 

2.5.2 Solid wall boundary condition 

Three widely used solid boundary conditions have been used in SPH, namely, the 

repulsive force [38,39,19] , mirror particle [46,47] and dummy particle [48,49,50]  

The first one, the repulsive force simplified Bernoulli trial (SBT) algorithm, was 

first proposed by Monaghan [38]. A line of ghost or virtual particles is created and located 

right on the solid boundary to produce a highly repulsive force to particles near the solid 

boundary. This algorithm prevents these fluid particles from penetrating the solid 

boundary. The force is calculated using a similar approach to the LJ from the molecular 

force in classic molecular dynamics, which can be written as follows: 

 
1

0                                         1
 (2.15) 

where  and  are the repulsive force and distance between a solid particle and 

fluid particle near the solid boundary, respectively. Parameters n1 and n2 are usually taken 

as 12 and 4, respectively.  is the cutoff distance. D is a problem-dependent parameter 

and should be chosen to be on the same scale as the square of the largest velocity.  

Another approach was proposed by Harada [39] and developed with implicit 

surface in Nakata [19]. However, the repulsive force SBT algorithm cannot address the 
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boundary deficiency problem in the support domain of fluid particles close to the 

boundary, which causes a large disturbance and instability to flow near the boundaries. 

The second boundary, the mirror particle method was proposed by Morris [23]. The 

idea of this technique is to select particles close to the wall, whose kernel support has 

been truncated, and take a reflection on the other side of the wall. These mirror particles 

have information similar to that of their corresponding fluid particles, except that the 

velocity was computed using the equation below. 

 2 (2.16) 

where  and  represent the velocities for fluid particle  and its corresponding mirror 

particle, respectively.  is the wall velocity. However, the mirror particle method has 

several disadvantages, such as the distribution of reflected particles is dense and 

nonuniform with initial particle distribution. Furthermore, at a corner, it does not generate 

mirror particles or require some special treatment for this generation. Additionally, this 

technique requires an update at each time step. 

In the dummy particle method [48,49,50], several layers of dummy particles are 

created along the solid wall at the initial state. These particles have zero velocity or 

impose a no-slip boundary condition through the entire simulation [47,48]. The number 

of layers depends on the radius of the kernel support to ensure full kernel support of 

particles located close to the wall. This approach has the drawback of using zero velocity 

particles and consequently problems in enforcing free-slip conditions. 

2.6 Implicit surface 

The implicit surfaces are mathematical models used in computer graphics to 

represent shapes used for geometric modeling, scientific simulation, and data 

visualization. For the past few decades, several approaches for implicit surface modeling 

techniques have been proposed. Blinn [40] and Nishimura et al. [41] introduced the 

blobby and meta-ball surface used for shape modeling in computer graphics where the 

functions are the sum of radially symmetric Gaussian function. Some primal operations 

related to implicit surfaces such as blending, Boolean operations, warping, and 
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metamorphosis are presented in [42,43].For recent surface reconstruction techniques as 

radial basis functions [13], B-spline bases [14], and piecewise polynomial [15]. 

Presently, implicit surface modeling has been widely used in surface reconstruction 

methods, especially applications in computer graphics. Implicit surfaces have become a 

great way to represent objects, such as complicated obstacles, organic objects, morphing, 

and constructive solid geometry. 

An implicit surface is mathematically defined as the zero-level set of points for 

an implicit function 0, where :  . Interior and exterior points of such 

surfaces are given opposite signs. 

As shown in the Figure 2.3, an input can be a point cloud or a polygon model. A 

polygonal model is composed of polyhedrons so that the intersection of the line of sight 

and the model of concern can be obtained easily, the same as in modeling and rendering. 

The beauty of using implicit surfaces, as shown in Figure 2.3, is that it can determine 

whether a point is inside or outside a surface and can represent the surface with function 

all over the space. For instance, in a 3D space, since the surface is defined implicitly, 

providing a specific coordinate can be efficiently tested to determine whether a point is 

inside, outside, or sprawling out the surface. 

 

Figure 2.3 Implicit surface modeling 
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In contrast to traditional parametric surfaces or polygonal meshes, implicit surfaces 

can easily describe smooth, intricate, and articulable shapes. Moreover, points can easily 

be determined as interior or exterior for an implicit surface as described in G. Yngve et 

al.[44], which is considered challenging for parametric surfaces and polygonal meshes. 

Unlike obstacles represented as particles or polygonal meshes, the nearest distance 

between a particle and an obstacle can easily be estimated using the Taubin distance [45]: 

 | , , |
, ,

, (2.17) 

and the normal vector is defined as 

 , ,
, ,

. (2.18) 
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Chapter 3 Simplified approaches in open 
boundary conditions 

3.1 Non-reflecting outlet boundary condition 

Open boundary conditions pose an interesting challenge in numerical simulations. 

It helps to ensure the flow moving continuity and physical. Many researches recently 

focus on creating the computational domain with the inflow and outflow zones where 

they can be defined as being upstream and downstream of the fluid domain, respectively. 

These researches usually eliminate the outflow particles go out the computational domain 

and at the same time create inflow particle at inlet. However, this technique is unsatisfied 

with the conservation of total mass and it requires a re-arranging process of particles in 

simulations with the same inflow/outflow cross-sectional lengths [29]. Periodic boundary 

condition can be efficiently deal with this problem. However, violations resulting from 

the outlet velocity field after reinsertion can cause an unstable state in long runtime 

simulations. 

To address this issue, we propose a non-reflecting outlet boundary condition 

(NROBC) for particle-based fluid simulation as a combination of inflow/outflow 

algorithm and periodic boundary condition. The NROBC inherits the advantage of the 

periodic boundary condition in the sense that the number of particles is constant. Our 

boundary condition supports both cases, prescribed and non-prescribed, and the loss of 

the accuracy is small even if the quantities are non-prescribed at the inflow zone. 

3.1.1 The proposed techniques 

The computing domain is divided into four sets of particles as follows: fluid, wall, 

inflow, outflow particles as Figure 3.1. Assuming - and -axes that are along horizontal 

and vertical axis, respectively. In a similar way to the in/out-flow algorithm, inflow zone 

is placed in front of the fluid zone so that the attached zone covers a region as wide as 

the kernel support . Inflow particles move according to their velocity until they cross 

the inflow zone and become fluid particles. In terms of fluid particles, their information 
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such as velocity, pressure evolves in accordance with the SPH governing equations. The 

fluid particles which cross the fluid zone will become outflow particles. Unlike most of 

inflow/outflow algorithms, outflow particles which cross outflow zone will be 

immediately transferred to the opposite end similarly to periodic boundary condition (see 

the red arrow).  

Generally, most inflow/outflow algorithms eliminate outflow particles that cross 

the outflow region and create new inflow particles at the inflow region [25,28,29]. In the 

case of the different velocity profiles at the outlet zone, the number of particles inserted 

to the computational domain is not as equal as eliminated particles. It leads to a loss of 

total mass where conservation of mass is violated. Besides, the array structure of particles 

is distributed sequential as described in [29]: inflow particles, fluid particles, outflow 

particles and boundary particles at every time step. For the simulation with the above 

inflow/outflow algorithm, a re-arranged process for the structure of total particles is 

required at every time step which leads to high computational cost.  

 

Figure 3.1 Initial sketch of the computational domain: different colours are associated to 

different sets of particles 

The advantage of our approach is to preserve the total number of particles 

throughout the simulation by inserting inflow particles immediately into the 

computational domain after passing the outlet zone. In addition, the management of total 

particles are based only on the type of particles. Hence, this avoids the re-arranged 

process for the structure of total particles at every time step.  
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Due to the hybrid of in/out-flow boundaries and periodic boundary condition, this 

approach is flexible to solve various kinds of test cases whether prescribed boundary 

condition or non-prescribed boundary condition. 

+ Boundaries with prescribed values 

Let us assume that velocity and pressure conditions at the inlet are prescribed. 

The velocity and pressure are enforced the desired values. The inflow particles that cross 

the inflow zone become fluid particles and they will be treated as fluid particles. The fluid 

particles pass through fluid zone become outflow particles and they will be treated as 

outflow particles. The outflow particles are either possible to impose specific outflow 

conditions as inflow particles or handling as fluid particles. Outflow particles that pass 

through outflow zone will be re-inserted at inlet zone with same y-coordinate positions 

and the values are same the desired values at the inflow zone. 

+ Boundaries with non-prescribed values 

Let us assume that velocity and pressure conditions at the inlet are non-prescribed. 

The in/out-flow particles will be treated as fluid particles that evolve following the SPH 

governing equations. On the contrary, the values of new inflow particles are calculated 

as Eq. (3.1) and Eq. (3.2). (see detail in Ref [37,101]) 

 

 (3.1) 

 

 (3.2) 

Using a renormalization process from only fluid particles may help the inflow 

particles updating newest information from fluid particles at re-inserted positions. Thus, 

it ensures the stability of inflow zone. 
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3.1.2 Simulation test cases 

Two test cases of viscous open-channel flow in the laminar regime were simulated 

with prescribed value and non-prescribed value. The results obtained through simulation 

by I. Federico [29] have been used here as a reference solution.  

In this simulation, fluid flow moves with a distribution of velocity ,  for 2D channel 

flow as equation: 

 ,
2μ 2  (3.3) 

where  is density, g is the gravity acceleration, s0 is the bottom slope, H is the surface 

depth, μ is the dynamic viscosity and  and  being the horizontal and vertical 

coordinates whose origin is located at the channel bottom. 

The Reynolds number is calculated by equation: 

   (3.4) 

where velocity U is evaluated be the average velocity profile  

 1
 (3.5) 

 

The length of fluid domain is   2  and the slope s0 = 0.001. For both cases, the fluid 

particles are initialized with analytical solution by Eq. (3.3). The sound speed is selected 

equal 10    . The model of simulation depicts as Figure 3.2. 
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Figure 3.2 Initial Computational domain of the open-channel flow 

3.1.2.1 Viscous open-channel flow with prescribed boundary condition 

In this case, the initial boundary condition is imposed as follows: 

 0   

 , 0 ,
2μ 2  (3.6) 

 , 0 ,   

Where  and  denote the fluid and inflow particles. Velocity and pressure at the inflow 

zone are enforced desired values throughout simulation. On the contrary, at the outflow 

zone, the outflow particles are treated as fluid particles where initial information the same 

as the inflow particles and then their information evolves in accordance with the SPH 

governing equations. 

At the channel bottom, we are enforced a no-slip condition through several layers of ghost 

particles as in Ref [48]. The objective of the simulation is to verify the velocity field of 

fluid particles throughout the simulation and compare with the analytical solution in 

Eq.(3.3). 

The simulation is carried out for a long enough time in order to check the stability of the 

fluid flow. The particles are initially distributed with a resolution 4 4 /125 with 

2000 particles and applied for   10,100 and 200, respectively. 
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Figure 3.3 illustrates particles distribution and velocity field at t(g/H)1/2=100 for  

 10, 100 and 200, respectively. It can be seen that the flow develops in almost parallel 

layers over the entire computational domain. The results obtained using the proposed 

technique are in good agreement with the inflow/outflow algorithm by Federico [29] 

throughout the flow domain.  

In order to verify the stability of proposed technique, we carry out a comparison between 

the analytical solution in Eq. (3.3) and the numerical results obtained by SPH at three 

different -positions,   0 (inflow threshold),    (middle of the fluid domain), 

and   2  (outflow threshold),. Figure 3.4 shows a good agreement between 

analytical and numerical profiles. The performance of the proposed technique is 

approximately the same analytical solution at all three different -positions. Therefore, it 

demonstrates the stability of this technique throughout the computational domain. 

 

(a) 

 

(b) 

 

(c) 

Figure 3.3 Particles distribution and velocity field at t g/H / 100 at   10, 100 and 

200. 
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Figure 3.4 Comparisons between analytical solution and numerical results at t g/H / 100 

for   10, 100 and 200 at   0,    and   2 . 

 

Figure 3.5 The Mean Square Error Percent (MSEP) for   10 with the proposed technique 

and inflow/outflow by I. Federico [29]. 

 

Figure 3.6  The Mean Square Error Percent (MSEP) for   100 and   200 with the 

proposed technique 
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To check the convergence of velocity field between the proposed technique and analytical 

solution, a mean square error is calculated by Eq. (3.7) at x = H (middle of the fluid 

domain) with a resolution 4 4 /125 

 1
100% (3.7) 

Where,  and  are the analytical and numerical velocity, respectively. N is the 

number of velocity values. 

Figure 3.5 illustrates the MSEP of the velocity field of the proposed technique and 

inflow/outflow by I. Federico [29]. As the figure, it can be seen that the MSEP of the 

proposed technique is low with the maximum error is about 0.1 % at the resolution 4 . 

The performance of the MSEP is significantly lower to compare with inflow/outflow in 

I. Federico [29] at three different spatial resolutions even though the resolution  with 

31000 particles. Figure 3.6 also depicts the MSEP of the velocity field of proposed 

technique at   100 and 200 with a peak error about 0.2 %. 

3.1.2.2 Viscous open-channel flow with non-prescribed boundary 

condition 

In SPH, there are many simulations where the fluid flow has driven by a body force F in 

Eq. (2.7). Therefore, the fluid particles obtain the propagation and evolution of both 

velocity and pressure fields during the simulation. It leads to unpredictable values at the 

inflow/outflow region. In order to demonstrate the effectiveness and applicability of the 

proposed technique. In this case, we assume that the velocity and pressure of the inflow 

zone are non-prescribed. In/out-flow particles are treated the same as fluid particles. The 

initial state is imposed as follows: 

 0 0 0   

 , 0 , 0 , 0
2μ 2  (3.8) 

 , 0 , 0 , 0   
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Where  ,  and  denote the fluid ,inflow and outflow particles .The outflow particles 

pass through outflow zone will be vice versa inflow zone and their information is 

calculated as Eq. (3.1) and Eq. (3.2). 

The ghost particles are also enforced a non-slip condition. The simulation is carried out 

as same as an above test case with a resolution 4 4 /125  for   10, 100 and 

200, respectively. 

 

(a)  10 

 

(b)   100 

 

(c)   200 

Figure 3.7  Particles distribution and velocity field at t g/H / 100 at   10, 100 and 

200. 

Figure 3.7 illustrates particles distribution and velocity field at t g/H / 100  for 

  10, 100 and 200, respectively. As the figure, a fluctuation at the channel top 

appears due to its free surface state. Overall, the results obtained using the proposed 

technique are in agreement with inflow/outflow algorithm by Federico [29] throughout 

the flow domain. 
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Figure 3.8 Comparisons between analytical solution and numerical results at t g/H / 100 

for   10, 100 and 200 at at 0, , and 2 . 

Figure 3.8 shows a comparison between analytical and numerical profiles. The 

performance at   10 is approximately at three different -positions with the highest 

error around 0.6 % as shown in Figure 3.9 The result of the MSEP obtained significantly 

lower to compare with inflow/outflow in I. Federico [29] at the same spatial resolution. 

At the higher Reynold number   100 and   200, the numerical results have a 

slightly different with a difference of about 1.2% and 2 % as shown in Figure 3.10, 

respectively 

 

Figure 3.9 The Mean Square Error Percent (MSEP) for   10 with the proposed technique 

and inflow/outflow by I. Federico [29] 
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Figure 3.10 The Mean Square Error Percent (MSEP) for   100 and   200 with the 

proposed technique 

3.2 A simplified approach of open boundary conditions 

The NROBC is effective in simulation with the same sizes of the inlet and outlet. 

To widely apply for various simulation in different fields, we introduce a simplified 

approach for open boundary conditions, which is without an extrapolation process for 

calculating information on inflow/outflow particles. 

3.2.1 The proposed techniques 

In general, particle-based simulation with open boundary conditions requires four 

sets of particles that correspond to fluid, wall, inflow and outflow particles as shown in 

Figure 3.11. In the methods by Tafuni et al. [28] and Negi et al. [37], the particle motions 

at inflow/outflow zones are computed using quantities like pressure and velocity of the 

particles. The particle quantities should be estimated using some kind of extrapolation 

techniques which requires complicated process like normalized weighted sum of spatial 

distribution [37] or using ghost nodes for inlet/outlet particles combining with a higher-

order interpolation scheme [28]. In addition, such extrapolation is required for both of 

inflow/outflow cases. 
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Figure 3.11 Sketch of the simplified approach of open boundary conditions, where kh is the 

kernel support 

In order to avoid the extrapolation process and perform the computation with a simple 

procedure, we modify the algorithm so that the SPH can be applied not only at the fluid 

zone but also at inflow/outflow zones. Similar to other inflow/outflow algorithms, we 

assume that the inflow zone is placed in front of the fluid region so that the attached zone 

covers a region as wide as the radius of the kernel support , where  is the smoothing 

length and  is a parameter varying with the selected kernel function. In our algorithm, 

the particle motion at the inflow zone is determined as follows. 

 The inflow particles move according to their velocity until they cross the border 

between the inflow and fluid zones. 

 The inflow particles that cross the border turn into fluid particles and behave as 

fluid particles. 

 At the same time, the particles that cross the border produce new inflow particles 

periodically at the front end of the inflow zone and we copy all the information 

of the particle to the new inflow particle. 

Assuming - and -axes that are perpendicular and parallel to the border, respectively, 

the positions of the new inflow particles, , , are determined by 
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, , . In this approach, all the quantities of inflow 

particles can be determined in the same way as the particles at fluid zone except for the 

generated particles at the end of the inflow zone. 

In terms of the particles at the outflow zone, we apply the SPH algorithm in the same way 

as the fluid zone and we simply eliminate particles that go out of the outflow zone as 

shown in Figure 3.11. Although the total number of particles is not constant because the 

generation of new inflow particles is not synchronized with the elimination of outflow 

particles, managing generated/eliminated particles is still simple because the total number 

of particles does not change so much as far as the domain is fixed. Furthermore, this 

approach is free from extrapolation process because the quantities of outflow particles is 

obtained by the SPH algorithm which contributes to simple and consistent computation 

of fluid particles with open boundary conditions. 

In some cases of the extrapolation-based open boundary conditions, prescribed particle 

quantities given a priori are applied to some of the inflow particles during the entire 

simulation [28,37]. The prescribed values can also be applied in our method with a small 

modification. In the case where prescribed values are applied to some areas of inflow 

zone, we simply use the prescribed values instead of copying the quantities of the 

particles that cross the inflow threshold or applying the SPH algorithm. 

3.2.2 Simulation test cases 

To demonstrate the effectiveness and applicability of the proposed technique, in this 

section, we perform several numerical test cases of flow over a backward-facing step with 

prescribed and non-prescribed inflow boundary conditions. 

3.2.2.1 Backward-facing step with Prescribed Inflow Boundary 

Condition 

A 2D backward-facing step problem was simulated at   389 and compared to the 

experimental results of Negi [37] and Armaly et al. [62]. Following Negi [37], the inflow 

particles were set to a constant velocity for the entire computational time. However, no-

slip boundary conditions were enforced at the walls, causing non-physical pressure 



 

30 

 

fluctuations. To address this issue, a small part of the initial wall next to the inlet zone 

can include an imposed slip, as in Ref. [37], or a parabolic profile of the velocity can be 

used at the inlet zone, as in Refs. [30,63]. These approaches can cause several 

inconveniences during test cases. Taking advantage of the proposed technique, we only 

imposed a prescribed velocity value at the initial time step and then the velocity 

automatically adjusted to be well suited to the near-by boundary conditions. The velocity 

in the inflow zone was less than the maximum velocity and ensured a Mach number of 

the flow of   0.1.  

The step height was set to   4.9 mm with an inlet width of 1  5.2 mm. The 

density was 1.0 kg/m , the dynamic viscosity was 0.017 kg/ms , and the 

length of the domain was 130.6 mm. The initial inlet velocity was 0.67 m/s with a 

maximum of 1 m/s. We compared the velocity profiles at four different marked positions 

P1–P4 of /  = 2.55, 3.57, 4.80, and 7.14 (where x is the distance downstream of the 

step). A schematic of the simulation model is shown in Figure 3.12.  

 

Figure 3.12 Sketch of the domain used for the backward-facing step simulations 

 

Figure 3.13 illustrates the axial velocity of the simulation at   389. The maximum 

axial velocity is 1.0 m/s, and the minimum value is 0.11 m/s. The PST helps remove 

particle clumping near the step. Good performance for the axial velocity is shown, where 

the velocity at the inlet automatically adjusts corresponding to the wall boundary with the 

velocity profile shown in Figure 3.14a. The velocity tends to low near the wall and to 
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reach maximum values at the center of the domain. This is likely equivalent to using a 

special treatment at the inlet, as in Ref. [37]. 

 

Figure 3.13 Axial velocity for   389 

The reattachment length was determined to be / 7.84, as shown in Figure 3.14b. 

This result is close to the result obtained by Negi [37] of 7.9 and the experiment value 

[62] of 7.94. 

 

(a) 

 

(b) 

Figure 3.14 (a) Velocity profile at the inlet and (b) reattachment length for Re = 389 

The velocities at the four different marked positions, P1–P4, were considered over the 

channel height and compared to the profiles of the reference results from Refs. [37], see 
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Figure 3.15. The results obtained are in good agreement with the reference solution at 

each marked position. 

 

Figure 3.15 Comparison of velocities at four different locations for Re  389. 

3.2.2.2 Backward-facing step with non-prescribed inflow 

boundary condition 

In this case, a 2D backward-facing step problem was simulated at   100  and 

compared to the experimental results of Adami [48] and Issa et al. [64]. In these studies, 

another step was added at the end of the channel with the same length to apply periodic 

conditions. Using the proposed technique, we can easily simulate this case without a 

second step. 

In this simulation, the density was 1.0 kg/m , the viscosity was 1.456 10 , 

and the length of the domain was 122.4 m. We applied a constant body force of 

3.0 10  m/s and a sound speed of 2.1. The step height was set to   4.9 m 

with an inlet width of 1  5.2 m. No-slip boundary conditions were enforced on the 

walls [48]. A schematic of the simulation model is shown in Figure 3.16. We compared 

the velocity profiles at four different marked positions, P1–P4, as shown in Figure 3.16. 
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Figure 3.16 Sketch of the domain used for the backward-facing step simulations. 

The fluid flow was driven by a constant body force F. The fluid particles propagated and 

evolved during the simulation until reaching a corresponding stable state at   100. 

This led to unknown values in the inflow region. The non-prescribed inflow test case 

demonstrates the effectiveness and applicability of the proposed technique. 

Figure 3.17 illustrates the axial velocity of the simulation at   100. It can be seen 

that the flow field develops smoothly over the entire computational domain. The fluid 

particles are colored with the maximum axial velocity being 0.21 m/s and the minimum 

value being 0.015 m/s. 

 

Figure 3.17 Axial velocity for Re  100. 

Assessing the quality of simulation, the axial velocities at four different marked positions, 

P1–P4, were considered over the channel height and compared to the reference profiles 

from Refs. [48,64], as shown in Figure 3.18. The results obtained at each marked position 

are in fairly good agreement with the reference solution. 
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Figure 3.18 Comparison of the axial velocities at four different marked positions, P1–P4, for 

Re  100. 
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Chapter 4 Improved boundary treatment in 
solid wall boundary conditions 

4.1 Boundary treatment techniques using implicit surface 

Presently, applying a simulation with an implicit surface is quite new and 

promising. Generating boundary particles with implicitly defined walls is the novelty of 

this proposed technique. To remedy the deficiency in the support domain of fluid particles 

close to the wall, we propose a boundary treatment (BT) technique for generating wall 

particles appropriately to comply with the shape. Here, several uniform layers of wall 

particles are generated. 

4.1.1 The proposed techniques 

In this technique, we propose schemes for constructing wall particles as follows: 

Firstly, we initialize a computation domain and keep particles as presented in Figure 4.1. 

We assume that blue particles, black circle particles and green circle particles sequentially 

are fluid particles, fluid particles close the wall and grid points particles, respectively. A 

black curve defines as an implicit curve , 0. Wall particles are generated only 

using black circle particles or green circle particles whose distance to the wall is smaller 

than 3 . We divide these particles into three groups by their distances, i.e., the distance 

of the first, second, and third groups are less than  , 2 , and 3 , respectively. Here 

 is an initial spacing of fluid particles. 
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Figure 4.1 The distribution of fluid particles(blue), fluid particles close the wall (black circle) 

and grid points particles (green circle) 

To generate the first layer, the first group of these particles are copied and moved onto 

the boundary. The wall particles are formed by the movement of these particles following 

the normal vector to the implicit surface with the approximate distances to the surface. 

    (4.1) 

where  is the position of the wall particles after being copied and moved from 

  ,  is the distance of the fluid particles from the wall as calculated in Eq. (2.17) 

and 
 

 is its normal vector obtained by Eq. (2.18). After generating the wall 

particles on the first layer, the subsequent layers are similarly formed using the particles 

in the second, and third groups. To generate uniformly distributed boundary particles, the 

distance between neighbouring layers of the wall particles should be equal to the initial 

spacing of the fluid particles. Therefore, the positions of the boundary particles in 

subsequent layers are generated as follows: 

  1   (4.2) 

where  is the index of each layers. After they have been moved, the wall particles 

for the implicit surfaces are generated as indicated with red dots shown in Figure 4.2 

 

Figure 4.2 Generation of wall particles using proposed technique 
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4.1.2 Simulation test cases 

4.1.2.1 Flow past a circular at Re  20 and 200 

The test case is a flow past a circular cylinder where the circular cylinder is 

represented by the function. 

 ,  (4.3) 

where  is the radius of the circular cylinder. The implicit surface of a circular cylinder 

is defined as the zero-level set of the function: , 0. The boundary conditions 

were implemented as follows. 

(1) No-slip boundary conditions were enforced on the body surfaces, and the 

information concerning these solid particles was extrapolated from fluid particles 

following the method in Ref. [48]. 

(2) For the upper and lower walls, symmetry boundary conditions for the velocity 

were imposed as described in Ref. [47], i.e., 0 and 0. 

 

Figure 4.3 Computational domain for 2-D flow past a circular cylinder 

Figure 4.3 depicts the initial setup of the simulation according to Lastiwka [25]. 

The computational domain is 0 , 15 0 , 8  with a cylinder of diameter 0.1 m 

and a cylinder is located at the position 5  , 4 . A constant density of 1000 kg 
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m-3, a constant  - velocity of 1 m s 1, and a null  - velocity are initialized for the 

fluid particles. 

Furthermore, fluid phase is discretized with initial particles placed at a resolution 

of / 40 . The Quintic kernel function used with the smoothing length is set equal 

to 1.5  . The Reynolds number of the flow is / ,  where  is the 

kinematic viscosity in m2s-1. The viscosity varies to simulate flow past at 20 and 

200 

The validation for this case was performed by comparing the time histories of the 

drag and lift coefficients using the proposed technique in A.Tafuni [28] in Figure 4.4. A 

good agreement is obtained between the two solvers. The magnitude of the drag force 

increases to the peak value and then decreases to a steady state during the time interval 

/ 0 , 10  at 20  and / 0 , 40  at 200,  respectively. The drag 

and lift coefficients converge to a steady value of 2.4 , is null lift coefficient for 

20, and 1.43 , 0.75 for 200. Also, these results are related with 

those obtained by other authors in Marrone et al.[65], Vacondio et al. [66] , Braza et 

al.[67]. 

  

Figure 4.4 Time history of drag and lift coefficients for flow past a circular cylinder Re = 20 

and 200 

Figure 4.5 and Figure 4.6 illustrate the velocity and pressure contours at 20 and 

200. Two dimensionless of velocity magnitude / , /  and 

2 / , /  are used.. The velocity and pressure fields are smooth through the 

whole computational domain. The tensile instability which causes the generation of 
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numerical cavitation is eliminated by particle shifting technique. Figure 4.5 shows a 

steady-state with a steady smooth wake behind the cylinder. Whereas, Figure 4.6 depicts 

unsteady von Karman street with oscillatory wake appeared behind the cylinder at 

200. 

  

Figure 4.5 2-D flow past a cylinder: velocity field and pressure field at Re 20 

 

  

Figure 4.6 2-D flow past a cylinder: velocity field and pressure field at Re 200 

Figure 4.7 shows the velocity vector field at 200. It can be seen that the 

velocity vector field at 0 , 3.5  on the horizontal axis developed with parallel layers 

and exhibits stability without numerical noise. This result was obtained as a result of the 

upstream stability, where the proposed scheme was applied. 
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Figure 4.7 2D flow past a cylinder: the velocity vector field at Re 200. 

4.1.2.2 Flow past a circular cylinder without a sector at Re = 100 

In the second case, the flow past a more complex implicit surface is simulated. The 

circular cylinder section without a sector as Figure 4.8 can be performed by the function 

in Eq. (4.4). 

 
, ,   or 0  and 1

,  otherwise
 (4.4) 

Where: 

,
min ,  , ,   and 0 
min ,  , , , , otherwise

    

,

x, y    

/ 1   

x, y ,   

 

1

1
 ,

1
  ,   (4.5) 

,  
1,   1 

| | 1 0
,   0

 

, |1 , | 
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Figure 4.8 A circular cylinder without a sector 

 

Figure 4.9 Generation of wall particles. 

Figure 4.9 shows the distribution of wall particles well-suited along the implicit 

curve. It is quite challenging to treat wall particles at a sharp edge position. The BT 

technique is successfully applied and distributed in compliance with the curvature of 

objects, therefore taking into consideration the effect of bounsdary for the simulation. 

The computational domain is 0 , 15 0 , 8  with the body located at the 

position 5  , 4 , where diameter 2m. The spatial resolution is / x 40. The 

fluid flow past the obstacle at 100. 

The results for this case were compared to the results in P.N.Sun [53]. Figure 4.10 

depicts the time histories of the drag and lift force coefficients that are compared with the 

FVM solver in [53]. Thus, a good agreement is observed between the two solvers. The 

values obtained in the proposed technique is slightly higher than the FVM. 

 

Figure 4.10 Time history of drag and lift 

coefficients for flow past the body at Re = 100 

Figure 4.11 Vorticity field at 5 
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Figure 4.11 shows the vorticity field around the body at 5. The result is 

quite smooth and symmetric with no effect by the un-physical cavitation that appears at 

sharp corner positions. 

 

Figure 4.12 2-D flow past the body: velocity field and pressure field at Re 100 

Figure 4.12 illustrates the velocity and pressure contours at 100. The velocity 

and pressure fields are smooth and no spurious oscillation through the whole 

computational domain. The unsteady von Karman street appeared behind the cylinder at 

100. 

4.2 Improved boundary treatment technique for implicit 

surfaces 

The boundary treatment (BT) technique in section 4.1 successfully handled for 

implicit surface with plenty of shapes. However, these schemes are limited to complex 

geometries, especially at sharp corners.  In order to remedy this issue, we propose an 

improved boundary treatment (IBT) technique which can consider as a better technique 

to compare with the first approach. The techniques provide complete treatment for 

complicated geometries even though at sharp corners without any additional treatment. 

It is a highlight to compare with several other previous works.  

4.2.1 The proposed techniques 

 In this technique, we propose two different schemes for reconstructing wall 

particles as follows; (1) Improved wall particles from fluid particles (IWFF), (2) 
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Improved wall particles from ghost particles (IWFG), respectively. The former one, 

IWFF, is suitable for fluid simulation of external flow, in which case internal wall 

particles are required. This approach is also suitable in fluid simulation deforming 

obstacles because the wall particles can be generated on time depending on the locations 

of fluid particles. On the other hand, the latter one, IWFG, is suitable for fluid simulation 

of internal flow, in which case external wall particles are required. In this approach, the 

wall particles can be computed as pre-processing for static obstacles. 

Figure 4.13 depicts the wall particles generated by applying our techniques to 

implicit curves. Figure 4.13(a) and Figure 4.13(b) show the result of wall particles 

generated along sharp edges using IWFF and IWFG, respectively, where blue circles are 

fluid particles and red dots are wall particles. In these figures, the particles are distributed 

along layers so that the distance of neighbouring layers are uniform. In addition, the sharp 

corner is covered with the wall particles appropriately. 

 

(a) 

 

(b) 

 

(c) 

 

(d) 

Figure 4.13 Improved boundary treatment technique with implicit surface 
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Figure 4.13(c) illustrates an exterior wall boundary with well-distributed along a 

complicated curve even at the sharp corner position. Figure 4.13(d) depicts the 

robustness of the IBT technique for handling complex shape models. 

First, let I, W, and O represent the regions inside, on, and outside the implicit curves, 

as shown in Figure 4.14(a). We focus on a portion of the shape, namely the red square 

region in Figure 4.14(b), to illustrate the proposed technique. 

 

4.2.1.1 Improved wall particles from fluid particles 

In this scheme, wall particles are generated using fluid particles whose distance to 

the boundary are smaller than the support radius of the kernel. 

We assume that the outside region is filled with fluid particles as shown in Figure 

4.14(c). The green fluid particles near the boundary in Figure 4.14(d) are separated by a 

distance that is less than the smoothing length h and are copied and moved right onto the 

boundary. The wall particles are formed by the movement of the fluid particles following 

the normal vector to the implicit surface with the approximate distances to the surface so 

that the selected fluid particles are projected onto the boundary as shown in Figure 

4.14(e). 

  (4.6) 

 

where  is the position of the wall particles after being copied and moved from  

and d is the distance of the fluid particles from the wall as calculated in Eq. (2.17) and 

 is its normal vector are calculated as Eq.  (2.18). After they have been moved, the 

boundary particles on the first layer are located as indicated in Figure 4.14(f). 
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Figure 4.14 Process of constructing ghost particles using IWFF: (a)–(i) sequential steps in the 

process 

After generating the ghost particles on the first layer, the subsequent layer is formed by 

duplicating the first layer to the region I following the normal vector as in Figure 4.14(g). 

To generate uniformly distributed boundary particles, the distance between each ghost 

particle layer should be equal to the initial spacing of the fluid particles. Therefore, the 

positions of the boundary particles in subsequent layers are generated as Figure 4.14(h) 

following as: 

  (4.7) 

Finally, the wall particles for the implicit surfaces are generated as in Figure 4.14(i). 



 

46 

 

4.2.1.2 Improved boundary particles from ghost particles 

As opposed to the generation of the boundary particles from the fluid particles, in 

this technique, wall particles are generated from ghost particles that are near the wall. 

The green ghost particles created near the boundary in Figure 4.15(c) are 

separated by a distance that is approximate the support radius of the kernel. The black 

circles in Figure 4.15(d) illustrate the selected ghost particles. These ghost particles are 

moved toward the boundary along the normal vector by Eq. (2.17) with the distance equal 

to the approximated distance obtained by Eq. (2.18) as shown in Figure 4.15(e). The wall 

particles generated along the boundary are illustrated in Figure 4.15(f).  

  (4.8) 

 

Figure 4.15  Process of constructing ghost particles using IWFG: (a)–(i) sequential steps in the 

process. 
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After generating the ghost particles on the first layer, the subsequent layer is formed by 

copying the first layer to the region I following its normal vector, as shown in Figure 

4.15(g). Therefore, the positions of the boundary particles in the subsequent layer are 

generated as Figure 4.15(h) following as: 

  (4.9) 

Finally, the wall particles for implicit surfaces are generated as in Figure 4.15(i). Figure 

4.16 shows the final result of particle generation along the implicit curve for external 

flow. 

 

Figure 4.16  Wall particles generated by IWFG along implicit curve 

4.2.2 Simulation test cases 

In this section, the IBT technique is compared to the BT technique in section 4.1 

and other numerical results to demonstrate the effectiveness of the proposed technique. 

The no-slip boundary condition is implemented for the solid boundary and the 

information of solid particles is only interpolated from fluid particles as shown in [48]. 

4.2.2.1 Flow over a cylinder 

a, Flow over a cylinder Re = 1 

The test case is a periodic flow past a cylinder where the cylinder is represented 

by the implicit function. 
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Figure 4.17  Cylinder model within a 

periodic lattice. 

 

Figure 4.18 Paths for comparing the SPH 

and FEM solutions 

Following Morris [23], the initial setup of the simulation is illustrated in Figure 

4.17. A cylinder with a radius of a = 0.02 m is centered in a domain with L = 0.1 m, a 

kinematic viscosity of v = 10 6 m2 s 1, a constant body force of F = 1.5 × 10 7 m s 2, and 

a sound speed of c = 5.77 × 10 4 m s 1. 

The fluid phase is discretized with particles initially placed at a resolution of  = 

0.002 m with 2184 fluid particles and approximately 200 wall particles for IBT and BT 

technique. The simulation was initialized with zero velocity, and the velocity scale was 

taken to be V0 = 5 × 10 5 m s 1 to give a Reynolds number of Re = 1. 

The validation for this case was performed by comparing the velocity and pressure 

distributions along the paths indicated in Figure 4.18 with a steady incompressible 

viscous flow using the finite element method (FEM) [23]. 

Figure 4.19 illustrates the velocity magnitude around the cylinder and the contour 

plots of the velocity magnitude for the IBT and BT technique using SPH for Re = 1. The 

results obtained using SPH are in good agreement with those of FEM [23] throughout the 

flow domain. The performances of the IBT and BT technique are approximately the same 

over the entire computational domain. 
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Figure 4.19 Velocity magnitude around a cylinder and contour plots of the velocity magnitude 

for Re =1. 

A comparison of the velocity profiles along paths 1 and 2 appears in Figure 4.20. 

The velocity profiles are in fairly good agreement along path 1, while SPH has slightly 

higher velocities than FEM along path 2 in the far field. 

 

Figure 4.20  Comparison of the SPH and 

FEM velocity profiles along paths 1 and 2 for 

Re = 1. 

 

Figure 4.21 Comparison of the SPH and 

FEM pressure profiles along path 3 for Re = 

1. 

 



 

50 

 

 

Figure 4.21 depicts the pressure profiles along path 3 for SPH and FEM. It can 

be seen that the pressure distribution in SPH is better than that in FEM with smaller 

fluctuations in the pressure. The peak pressures obtained in SPH were less than 40% of 

those obtained in FEM, as shown in Table 4.1. Table 4.1 also shows that the difference 

in the pressures for the IBT and BT technique is nearly insignificant. 

Table 4.1 Comparison of the SPH and FEM pressures for Re = 1. 
 Maximum Pressure(Pa) Minimum Pressure (Pa) 

FEM 8.0477 × 10 6 9.2191 × 10 6 

Improved wall particle from fluid particles 4.1819 × 10 6 6.1881 × 10 6 

Improved wall particle from ghost particles 4.2166 × 10 6 5.6038 × 10 6 

Wall particle from fluid particles 4.0953 × 10 6 5.8941 × 10 6 

Wall particle from ghost particles 4.1947 × 10 6 5.6129 × 10 6 

 

b, Flow Past a Circular Cylinder Re = 20,30 and 40 

The flow past a cylinder with a Reynolds number from 20 to 40 is simulated using 

the multiple boundary tangent (MBT) technique in the incompressible smoothed particle 

hydrodynamic method studied by Yildiz [47]. In this case, the computational domain with 

a cylindrical obstacle is located at Cartesian coordinates of (L/3, H/2), where the length 

is L = 0.9 m and the height is H = 0.6 m. The simulation parameters were diameter = 0.04 

m, density = 1000 kg m 3, viscosity = 10 3 kg m 1 s 1, and a body force of F = 3 × 10 6 

N kg 1. 

The fluid phase was discretized with particles placed initially in a 200 × 134 array 

in a rectangular domain. The total number of fluid particles was 19,726, and 

approximately 150 wall particles were used for the IBT and BT technique. The simulation 

was initialized with zero velocity, and the adaptive time stepping satisfied the Courant–

Friedrichs–Lewy condition. 

Figure 4.22 illustrates the velocity magnitude contours of the IBT techniques for 

Re = 20, 30, and 40. The result of the IBT technique is in good agreement with that of 

the MBT technique [47] throughout the flow domain. 
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(a) 

 

(b) 

 

(c) 

Figure 4.22  The velocity magnitude contours of the IBT for (a) Re =20, (b) Re = 30, and (c) 

Re = 40. 

 

Figure 4.23  Pressure curves along the path indicated in the inset for Re = 20. 
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Figure 4.23 shows the pressure curves along the path indicated in the inset for the 

IBT, BT, and MBT techniques. It can clearly be seen that the pressure distributions in the 

IBT and BT techniques have smaller oscillations than the MBT technique over the entire 

computational domain. In Table 4.2, the maximum pressure values for the two IBT 

techniques are listed as 0.00125580 Pa and 0.00148058 Pa. These pressures are lower 

than the maximum pressure in the MBT technique and approximately the same as those 

found with the BT techniques. Meanwhile, the minimum pressure values of the two IBT 

techniques are higher than those of the MBT and BT techniques. 

Table 4.2  Comparison of the SPH and MBT pressures for Re = 20. 
 Maximum pressure (Pa) Minimum pressure (Pa) 

MBT Technique 0.0015657 0.0014772 

Improved wall particle from fluid particles 0.00148058 0.0016236 

Improved wall particle from ghost particles 0.00125580 0.00174866 

Wall particle from fluid particles 0.00146979 0.00153648 

Wall particle from ghost particles 0.00136027 0.00137676 

 

 

Figure 4.24 Pressure curves along the path indicated in the inset for Re = 30. 

Figure 4.24 depicts the pressure curves along the path indicated in the inset for 

the IBT, BT, and MBT techniques. In Figure 4.24, the pressure distributions in the IBT 

and BT techniques have smaller oscillations than the MBT technique over the entire 
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computational domain. Table 4.3 shows that the maximum and minimum pressure values 

in the two IBT techniques are smaller than the maximum pressure values in the MBT and 

BT techniques. 

Table 4.3  Comparison of the pressure values of SPH and the MBT technique for Re = 30. 
 Maximum Pressure (Pa) Minimum Pressure (Pa) 

MBT Technique 0.00391918 0.00354169 

Improved wall particle from fluid particles 0.002850860 0.003464650 

Improved wall particle from ghost particles 0.002419953 0.003299559 

Wall particle from fluid particles 0.002440592 0.003766334 

Wall particle from ghost particles 0.002692417 0.003725582 

 

Figure 4.25 illustrates the pressure curves along the indicated path for the IBT 

and BT techniques. It can be seen that the difference in the pressure from the highest 

point to the lowest point in the IBT technique is lower than that in the BT technique. 

Therefore, the pressure distribution in the IBT technique has a lower fluctuation than that 

in the BT technique over the entire computational domain.  

Table 4.4 shows that the maximum and minimum pressure values for the IBT and 

BT techniques are lower than those for the MBT technique. 

 

Figure 4.25  Pressure curves along the path indicated in the inset for Re = 40. 
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Table 4.4  Comparison of the pressure values of SPH and the MBT technique for Re = 40. 
 Maximum Pressure (Pa) Minimum Pressure (Pa) 

MBT Technique 0.007052 0.006162 

Improved wall particle from fluid particles 0.003837 0.004573 

Improved wall particle from ghost particles 0.004467 0.003701 

Wall particle from fluid particles 0.004017 0.005614 

Wall particle from ghost particles 0.003601 0.005822 

 

In simulation for a cylinder shape, the IBT and BT techniques are obtained well-

performed results. The difference is negligible with low Reynold number. It seems that 

IBT will be better in simulation with higher Reynold number. 

4.2.2.2 Flow over a complicated shape 

a, Flow over a complicated shape with very low Re 

This test case is a periodic flow past a complicated shape represented by the 

implicit surface: 

 
,  

max 1 5 , , 0 max 1 5 , , 0 1
10

 (4.10) 

Where: 

 ,  3 1 (4.11) 

 ,  2.5 2 1 (4.12) 

The initial setup of the simulation is illustrated in Figure 4.26. The implicit 

function with d = 2 m is centered in a domain with L = 3.0 m, a viscosity of v = 5.0 × 

10 2 m2 s 1, a constant body force of F = 5 × 10 9 m s 2, and a sound speed of c = 6.0 × 

10 4 m s 1. The fluid phase was discretized with particles placed initially at a resolution 

of x = 0.02 m with 20,764 fluid particles and approximately 500 wall particles for the 

IBT and BT technique. The simulation was initialized with zero velocity, and the velocity 

scale was taken to be V0 = 2.5 × 10 5 m s 1 to give a Reynolds number of Re = 1. 
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Figure 4.26  Computational domain for the flow past an implicit surface. 

 

(a) 

 

(b) 

 

(c) 

 

(d) 

 

(a) 

 

(b) 

 

(c) 

 

(d) 

Figure 4.27  Boundary treatment for the implicit surface at angles 1 and 2 (Fig. 4.26) using the 

IBT and BT techniques as follows: (a) improved wall particles from fluid particles, (b) 

improved wall particles from ghost particles, (c) wall particles from fluid particles, and (d) wall 

particles from ghost particles.. 

Figure 4.27 shows the boundary treatment for the implicit surface at angles 1 and 

2. As the figure shows, at angles 1 and 2, the wall particles from the ghost particle 

technique include a small gap in the red particles close to the edges. This leads to a lack 

of particles in the support domain of the fluid particles near the wall. Conversely, the IBT 
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technique displays a good distribution of boundary particles and the blank space close to 

the edges is filled in. Therefore, the pressure obtained in the area near the sharp angle is 

more stable. 

   

  

 

Figure 4.28  Velocity magnitude around an implicit surface and contour plots of the velocity 

magnitude using the IBT and BT techniques for Re = 1. 

 

Figure 4.29  Comparison of the SPH 

velocity profiles along path 1 (Figure 4.26) 

using the IBT and BT techniques for Re = 1. 

 

Figure 4.30  Comparison of the SPH 

pressure profiles along path 2 (Figure 4.26) 

using the IBT and BT techniques for Re = 1. 

Figure 4.28 shows the velocity magnitude around the implicit surface and the 

contour plots of the velocity magnitude using the IBT and BT techniques for Re = 1. The 
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results indicate the same behaviour as in the case of flow past a cylinder throughout the 

flow domain. The performance of the IBT and BT techniques are approximately the same 

over the entire computational domain. 

A comparison of the velocity profiles along path 1 (indicated in Figure 4.26) 

appears in Figure 4.29. The velocity profiles are good agreement along path 1 with nearly 

insignificant differences between the IBT and BT techniques. However, the pressure in 

Figure 4.30 shows higher fluctuations for the BT technique compared to the IBT 

technique, especially at positions close to the sharp edges as shown in Table 4.5. 

Table 4.5  Comparison of the SPH pressure for Re = 1. 
 Maximum Pressure (Pa) Minimum Pressure (Pa) 

Angle 1 Angle 2 Angle 2 Angle 3 

Improved wall particle from fluid 

particles 

2.905 × 10 6 1.702 × 10 6 1.106 × 10 6 2.795 × 10 6 

Improved wall particle from ghost 

particles 

3.213 × 10 6 1.453 × 10 6 1.504 × 10 6 3.185 × 10 6 

Wall particle from fluid particles 2.935 × 10 6 2.164 × 10 6 1.666 × 10 6 2.814 × 10 6 

Wall particle from ghost particles 3.375 × 10 6 1.868 × 10 6 2.006 × 10 6 3.383 × 10 6 

 

b, Flow over a complicated shape with low Reynolds number 

In this case, a computational domain with the implicit function from the previous 

case with d = 2 m is located at (0, H/2) in a domain with L = 10.0 m, a height of H = 5 

m, a viscosity of v = 3.0 × 10 2 m2 s 1, a constant body force of F = 1 × 10 7 m s 2, and a 

sound speed of c = 7.5 × 10 3 m s 1. The fluid phase was discretized with particles placed 

initially at a resolution of  = 0.025 m with 78,892 fluid particles and approximately 

600 wall particles. 

The tensile instability in SPH is always challenging, especially at sharp corners. In 

this simulation, we use a particle shifting technique in order to remove for this issue of 

simulation. 

Figure 4.31(a) and (b) illustrate the contour plots of velocity magnitude using the 

IBT technique for Re = 30 and 40, respectively. The performance is about the same as 
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the second test case with a cylinder. Figure 4.31(c) shows a distribution of fluid particles 

around the implicit function without a numerical cavitation which violate the accuracy of 

simulation. Thus, a good results of velocity magnitude obtained as shown in Figure 

4.31(d).    

(a) (b) 

 

(c) (d) 

Figure 4.31  The contour plots of velocity magnitude, particle positions and velocity 

magnitude using the IBT technique for Re=30 and Re=40 

Figure 4.32   Comparison of the pressure profiles along the path 2 in Fig. 4.26 using the IBT 

and BT techniques for Re = 30 and Re = 40. 
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Figure 4.32 illustrates the pressure curves along indicated path 2 as in Figure 4.26 of the 

IBT and BT techniques. Following the figure, the difference of pressure at the highest 

point to lowest point in the IBT technique is lower than the BT technique. Thus, the 

pressure distribution in the IBT technique is lower fluctuation than the BT technique in 

whole the computational domain. Table 4.6 and  

Table 4.7 show the maximum and minimum value of pressures in the IBT and 

BT techniques at the position close the sharp edges. It is clearly seen that, the value of 

pressure with the IBT technique is better than the BT technique with a lower oscillation 

of pressure performance. 

Table 4.6  Comparison of pressure for Re=30 
 Maximum Pressure(Pa) Minimum Pressure(Pa) 

Angle 1 Angle 2 Angle 2 Angle 3 

Improved wall particle from fluid particles 2.51x10-4 1.002x10-4 -2.892x10-4 -1.232x10-4 

Improved wall particle from ghost particles 2.459x10-4 1.324x10-4 -3.191x10-4 -1.263x10-4 

Wall particle from fluid particles 2.808x10-4 1.497x10-4 -4.178x10-4 -1.260x10-4 

Wall particle from ghost particles 2.888x10-4 1.552x10-4 -3.805x10-4 -1.434x10-4 

 

Table 4.7  Comparison of pressure for Re=40 
 Maximum Pressure(Pa) Minimum Pressure(Pa) 

Angle 1 Angle 2 Angle 2 Angle 3 

Improved wall particle from fluid particles 4.13x10-4 1.182x10-4 -3.812x10-4 -1.387x10-4 

Improved wall particle from ghost particles 4.085x10-4 1.421x10-4 -3.866x10-4 -1.769x10-4 

Wall particle from fluid particles 3.34x10-4 1.776x10-4 -5.066x10-4 -1.162x10-4 

Wall particle from ghost particles 5.605x10-4 2.23x10-4 -6.973x10-4 -1.458x10-4 
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Chapter 5 A flexible boundary treatment for 
implicit surfaces 

In Chapter 4, we have successfully overcome the challenge in generating wall 

particles along implicit surfaces. The deficiency of particles close to the wall in the 

support domain was compensated with several layers of boundary particles. However, 

these boundary particles take high memory consumption and increase the number of 

particles in whole simulations. Several simulations require number of boundary particles 

approximate to fluid particles, as in Xu [73]. The construction of boundary particles can 

consider a precomputing process; however, it is not straightforward for complex 

simulations. To be well-balanced of computation costs and accuracy, we propose a 

flexible boundary treatment for implicit surfaces. This technique focuses on addressing 

the difficulty of efficiently determining appropriate particle motion around free surface 

and implicit surfaces. A modification of the PST helps to reduce computation costs in the 

free surface treatment. A new formulation of the PST and repulsive force for implicit 

surfaces are proposed to achieve stability at the interaction of fluid and obstacles. This 

approach can be a significant breakthrough to minimize boundary particles to compare 

with the conventional techniques. 

5.1 The proposed techniques 

The PST has demonstrated robustness and effectiveness, especially for dealing 

with highly dynamic fluid flows. Generally, the PST prevents tensile instability and 

avoids numerical cavitation in the fluid domain [53,56-59]. The PST is based on Fick’s 

law of diffusion to disposition particles toward regions with low particle distribution in 

order to avoid cavitation. Although the PST has achieved significant results in 

surmounting particle clustering and has become indispensable in SPH simulation, it still 

suffers from inaccuracy and instability problems for free surfaces. Particularly, the 

shifting process of particles located at the free-surface and vicinity region tends to move 

toward the free surface. It causes small gaps in the particle distribution, as shown in 

Figure 5.1 
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Figure 5.1   Simulation with the conventional PST 

To overcome this issue, several studies have been proposed [56-59] to improve the PST. 

A free surface detection algorithm was developed by Marrone et al. [68], where free 

surface particles and their normal vectors are obtained using the properties of the 

renormalization tensor: 

 
  . (5.1) 

Doring [69] showed that the value of the minimum eigenvalue  of the tensor  inside 

the interval [0,1]. The value tends to 0 when particles approach the free surface and to 1 

for particles sufficiently far from the free surface. Marrone et al [68] and Sun [53] pointed 

out that particles with an eigenvalue less than 0.75 belong to the free surface. The normal 

vector field is computed as in Sun [53] and has a direction perpendicular to the free 

surface, as shown in Figure 5.2. 

   . (5.2) 

 
| |. 
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Figure 5.2   Normal vector of free surface particles 

Many studies have been proposed to modify the conventional particle shifting for 

free surfaces [53,70,71,Error! Reference source not found.]. An effective approach was 

proposed by Krimi [70] for WCSPH to address the particles’ instability. Different to Eq. 

(2.12), a modification of formulation is expressed as follows: 

 
 .  .2 0.2  (5.3) 

where  is equal to 1 when particles belong to the inner region of the domain and 0 for 

particles in the free surface region. The  is defined by  

 0                             
.

                    

1                            

 (5.4) 

where .  is the nearest distance of particle i to the free surface. In order to 

determine these distances, particles need to look up all free surface particles over their 

corresponding kernel support and find the minimum distance. This process is not 

complicated but increases computation cost and may lead to some inconvenience process. 

To simplify this process, we proposed a modification of the PST to avoid the 

computation. 
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5.1.1 Modification of the particle shifting technique 

 

Figure 5.3   Particle distribution during the simulation 

To determine the position of particles in the vicinity of a free surface, we observe 

on several kernel functions as Quintic spline, Gaussian kernel function with a support 

radius of 3h, where  is the smoothing length and equals 1.33 .  is the initial 

spacing of particles. The PST helped to preserve the spacing of particles during 

simulation approximately the initial spacing , as shown in Figure 5.3. We assume that 

red dashed line is free surface particles with the first layer. Yellow, green, and black 

dashed line is corresponding with the second, third, and fourth layer, respectively. They 

are layers of the vicinity of free surface. It can be seen that the distance of each layer in 

range , 2  . In addition, we discovered that the eigenvalue values for 2D and 3D 

cases are mostly similar in the same layers. Therefore, we can divide the particles in the 

vicinity of the free surface based on the eigenvalue values. 

 First layer                             i free surface
Second layer                     0.5 0.875   
Third layer                     0.875 0.985 
Fourth layer                       0.985 1.0 

 (5.5) 

Following the classification of the eigenvalue  , we can rewrite Eq (5.4) as follows: 
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 0                                                      0.5

                                       0.5 0.875 

 
2

                              0.875 0.985

 
3

                                 0.985 1.0 

 1                                                        1.0 

 (5.6) 

Based on the value of eigenvalue that computed beforehand, this division help us remove 

a computation process of distance to free surface and help the implementation of  

become faster and simpler computation. 

5.1.2 The particle shifting technique with implicit surface 

In SPH simulations, boundary particles are generated to compensate for the 

deficiency of particles close to the walls. However, these boundary particles consume a 

lot of computational time and increase the number of particles. The number of boundary 

particles used in simulations are approximate to fluid particles, as in Xu [73]. Dealing 

with this challenge, we propose an approach without boundary particles at the beginning 

of the simulation. We assume that boundary particles are not used for a solid body; thus, 

particles near the wall can be considered free-surface particles. Consequently, the 

truncated kernel function causes instability and inaccuracy values for these particles. We 

still need the PST to correct the particle information to minimize errors caused by the 

cutoff kernel function.  is expressed as follows: 

 0                                         0.5
  

              0.5
 (5.7) 

To prevent particle penetration through an implicit surface, we use a formulation 

presented in [19]. The activate condition of this formulation is the distance between a 

particle and an implicit surface to be less than d, which is normally chosen to be equal to 

. 

   
.              (5.8) 
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where  is the normal vector of a particle to an implicit surface calculated by Eq. (2.18). 

The calculation of the distance and normal vector uses all particles in the computational 

domain. Particles that are located only at a free surface may penetrate the surface. On the 

basis of the eigenvalue, we select free-surface particles, with 0.5, instead of using all 

particles. Moreover, the normal vector of free-surface particles tends to move toward the 

free surface in Figure 5.2. It is similar to the normal vector to the implicit surface. Thus, 

we can substitute the normal vector of free-surface particles in Eq. (5.2) into Eq. (5.8). 

Therefore, we can rewrite Eq. (5.8) as follows: 

 .
  

.        
   0.5 

         (5.9) 

Here, we introduce a new parameter named “ ” to reduce the effect of repulsive force. 

The repulsive force  in Eq. (5.8) prevented particles from penetrating the solid wall by 

providing a force opposite to its movement. However, this force may cause unphysical 

influence and instability at the region near the implicit surface. Therefore,  should be 

choose in interval 0,1 . 

Generally, the no-slip or free-slip boundary condition is imposed on the solid 

walls in the WCSPH. However, this is complex for implicitly defined walls. To make this 

process easier, temporary wall particle are generated at each time step of the simulation. 

Particles with an eigenvalue 0.5 and a distance to less than  the implicit surface 

will be reflected right on the wall.   

5.2 The simulation test cases 

5.2.1 Flow past a circular cylinder  

To evaluate the accuracy of the proposed technique, a test case, as described in 

Section 4.1.2.1 is conducted at  200. In contrast to the previous simulation, no 

boundary particles were generated at the start of this simulation. Fluid particles are 

distributed in the entire computational domain. The simplified open boundary conditions 

in Section 3.2 are imposed on the inlet/outlet. During the simulation, temporary boundary 
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particles are created corresponding to fluid particles surrounding the circular cylinder 

using the technique in Section 4.2 and the no-slip boundary condition is enforced. 

Figure 5.4 (a) illustrates the velocity contours at 200. The velocity fields are 

smooth with the unsteady von Karman street behind the cylinder at 200. Figure 

5.4 (b) shows the distribution of fluid particles around the implicit function without 

numerical cavitation. Hence, the performance of the proposed technique is reliable. 

 

(a) 

 

(b) 

Figure 5.4 Two-dimensional flow past a cylinder: (a) velocity field and (b) particle 

distribution surrounding the implicit surface at 200 

 Figure 5.5 shows the time history of lift and drag coefficient around the circular 

cylinder. The drag and lift coefficients converge to a steady value of 1.55 , 

0.83 for 200. The obtained results with a single layer are higher than those of 

Tafuni [28] and agree with those obtained using multiple layers.  

 

Figure 5.5  Time history of lift and drag coefficient 
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Table 5.1  Comparison of  and  values using different method for   200 

   
Proposed technique – single layer 1.55 0.05 0.830 

Proposed technique–multiple layers 1.46 0.05 0.701 

Negi et al. [37] 1.54 0.05 0.729 

Guerrero [102] 1.409 0.048 0.725 

Marrone et al. [49] 1.38 0.05 0.680 

Tafuni et al.[28] 1.46 0.0 0.693 

 

A comparison of methods is shown in Table 5.1. The proposed technique with a 

single layer obtained results in good agreement with those obtained using the other 

techniques, which used multiple layers of boundary particles. The drag coefficients are 

approximate to those in Negi et al. [37], and the lift coefficients are slightly higher than 

those of the other techniques. Based on the performance of the proposed technique, it is 

an appropriate approach for a well-balanced accuracy and computation cost.  

Better results can be obtained using multiple layers, but it increases the number 

of particles and the computational time. Thus, the choice of accuracy and computation 

cost depends on the expected outcome of each simulation. Better accuracy and 

computational cost can be achieved with the proposed technique by replacing the single 

layer with multiple layers, ensuring that the full kernel support is at a position close to 

the implicit surface.  This proves that the proposed technique is flexible and effective. 

5.2.2 Dam break simulation  

The proposed technique is applied to study the challenging 3D dam-break flow 

against a vertical wall. The implicit surface of tank is defined as the zero-level set of the 

function: , , 0. 

, , , , , , ,   (5.10) 

 The initial setup of the simulation is illustrated in Figure 5.6 . The computational 

domain is 0, 0 , 0 , 3.4  where   0.6  m is the height of the water 



 

68 

 

column,  5.366  and 2 . The width and length of water column are 2 . We 

observe the water height evolution at Points A and B at the centerline of the dry horizontal 

bed with marked positions of  3.721  and 4.542 , respectively.  

The density of fluid 1000  kg m3 and the viscosity   10  Pa s. The 

gravity acts in the downward direction with  g  9.81 m s2. The initial particle spacing 

is equal / 25 with 62500 fluid particles. A time step 0.0001 is used in the 

entire computation process to ensure numerical stability. 

 

 

Figure 5.6   Sketch of 3D dam-break simulation 

 

Figure 5.7 shows the results of the 3D dam-break simulation obtained using the 

proposed technique at four different times 1.5, 3.0, 5.5 and 7.5, where the time is 

/ . The water column collapses under the influence of gravity force and 

propagates along the dry horizontal bed. The water column makes contact with the front 

vertical wall, and a vertical jet is formed along the front vertical wall. The retroflection 

phenomenon is observed when the flow overturns backward. 
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(a) 1.5 

 
(b) 3.0 

 
(c) 5.5 

 
(d) 7.5 

Figure 5.7  Numerical simulation of 3D dam-break simulation at different times  

Figure 5.8 and Figure 5.9 depict a comparison of the time histories of the water 

height evolution at Points A and B obtained using the proposed technique with those 

obtained by Xu et al. [73], Zhou et al. [74], and Ferrari et al. [75]. A good agreement is 

observed between the solvers. Specifically, in Figure 5.8, the time interval 1.4, 2.1 , 

the water height at point A obtained using the proposed technique is slightly lower than 

that obtained by Zhou et al. [74] but nearly comparable with that obtained by Xu et al. 

[73] and Ferrari et al. [75]. The proposed technique is consistent with Ref [73,75] but 

outperforms Ref [74] at 2.1, 6.4 . There is a difference at 6.4, 8.0 , where the 

proposed technique outperforms other solvers 
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Figure 5.8  Comparison of the time histories of water height evolution at point A 

 

Figure 5.9  Comparison of the time histories of water height evolution at point B 

 

Similar to the water height at Point B in Figure 5.9, there is a consistent 

performance between the solvers at  0.0, 5.5 . At 5.5, 7.0 , the proposed 

technique agrees well with Ref [73,75], whereas the water height in Ferrari et al. [75] is 

higher than the remaining results at 7.0, 8.0 . 
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Figure 5.10  Comparison of boundary particles in the proposed technique and conventional 

technique in dam-break simulation. 

 

Figure 5.10 illustrates a comparison of boundary particles in simulation. It is 

observed that the simulation starts with no boundary particle. After checking the distance 

from fluid particles to the tank, the temporary boundary particles with 5500 particles are 

created from the proposed technique in the first time step. These particles have variation 

with respect to time corresponding to fluid particles around the implicit surface. The 

maximum boundary particles used equal 15000 particles to compare with 38500 

boundary particles used in conventional boundary treatment. In the conventional 

technique, boundary particles are generated at the initial time of simulation for the entire 

solid wall and are at a fixed position and the number of particles in the entire computation. 

By contrast, the proposed technique only generates temporary boundary particles 

corresponding to fluid particles close to the surface. It helps reduce the number of 

boundary particles at unnecessary positions on solid walls. The disadvantage of the 

proposed technique is that boundary particles need to be updated at each time step. 

Therefore, the distance between fluid particles and implicit surfaces must be computed 

in each time step. However, the use of free-surface particles with eigenvalue  0.5 

instead of all particles is the breakthrough improvement of the proposed technique. 

Generally, particles with eigenvalue 0.5 are approximately 7% percentage of the 
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total number of particles. Hence, this computation cost is much lower than when using 

boundary particles and finding their nearest neighboring particles in conventional 

boundary treatment. 

5.2.3 Fluid simulation in computer graphics 

In this section, several simulations in computer graphics are performed. Implicit 

surfaces such as a dragon or bunny shape are obtained from the RBF function [13]. The 

results are rendered by applying metaballs [40,41] to fluid particles. 

 In a 3D dam break past a solid dragon, approximately 9600 fluid particles are 

used. Figure 5.11 shows the simulation results in 8000 time steps with 0.0002. The 

water column was propagated along the dry horizontal bed and partially blocked by the 

solid dragon. Eq. (5.9) was activated when fluid flow approaches the solid dragon to 

prevent fluid particles from penetrating the solid wall. Temporary boundary particles are 

generated during the computation shown in Figure 5.12. It is observed that no boundary 

particle is generated using the proposed technique in the first 1000 time steps. Temporary 

boundary particles are created when fluid particles approach close to the solid dragon. 

These particles varied with respect to the time corresponding to fluid particles around the 

dragon surface. A maximum of 355 boundary particles is used in the proposed technique, 

whereas approximately 3000 boundary particles are used in conventional boundary 

treatment.  

(a) Initial state (b) Step 3000 
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(c) Step 5000 

 
(d) Step 8000 

Figure 5.11   Dam break simulation past a solid dragon 

 

 

Figure 5.12   Comparison of boundary particles in the proposed technique and conventional 

technique on a solid dragon 

 

In the simulation of water pouring on the sphere, the source of water is located at 

the overhead of the sphere. At the beginning of the simulation, 400 inflow particles and 

700 fluid particles are used. A simplified open boundary condition in Section 3.2 is easily 

used to create a stability source. Figure 5.13 shows the results of the simulation after 

15000 steps with 0.0001. The fluid flow falls on the sphere under the impact of 

gravity force and sticks along the sphere before dropping on the ground. During the 



 

74 

 

simulation, the number of particles increased from 1100 particles to 25000 particles 

because of the evolution of the fluid flow. The fluid particles stick together, causing 

adhesion effects, at the fluid–solid boundary. The fluid particles behave adequately in the 

vicinity of the sphere and free surface, which are controlled by improving the PST. 

 
(a) Initial state 

 
(b) Step 2000 

 
(c) Step 5000 

 
(d) Step 15000 

Figure 5.13  Fluid drops on sphere 

Figure 5.14 shows a comparison of boundary particles in the proposed technique and 

conventional technique during the computation. The number of wall particles gradually 

increased and reached a number comparable to conventional boundary treatment after 

15000 time steps. It works well when fluid flow fully sticks on a solid sphere. 

 

Figure 5.14   Comparison of boundary particles in the proposed technique and conventional 

technique on solid sphere 
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In the simulation of a fluid sphere dropping on the bunny, the fluid sphere is also 

located at the overhead of the solid bunny. Approximately 6000 fluid particles are used 

in this simulation. A maximum of approximately 1000 wall particles are used at time step 

2500, as shown in Figure 5.15. Compared with the conventional technique used for the 

entire solid bunny, it is less than five times. 

 

Figure 5.15   Comparison of boundary particles in the proposed technique and conventional 

technique on solid bunny 

Figure 5.16 shows the simulation results in 2000 time steps with 0.00025. 

The sphere water drops on the solid bunny’s head and back, separating both sides of 

objects. The result has a smooth performance across the entire computational domain. 

 

(a), Initial state 

 

(b), Step 1000 
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(c), Step 1500 

 

(d), Step 2000 

 

Figure 5.16  Fluid sphere drops on solid bunny 
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Chapter 6 Conclusions and future work 

6.1 Conclusions 

The thesis objectives have successfully addressed in boundary treatment for the SPH 

method. The following are some results we obtained: 

 The complication in implementing open BC have handled by NROBC and a 

simplified technique. NROBC based on the hybrid of in/outflow algorithm and 

periodic boundary condition is presented. The technique can be considered an 

improvement of periodic boundary conditions. Thus, it eliminated the violation 

of the periodic boundary conditions while ensuring the conservation of mass. A 

simplified approach is developed to expand the simulation with different length 

sizes in open boundary conditions. Benefiting from the -SPH scheme, the 

proposed technique is simple to implement and is effective in test cases. 

Inflow/outflow information is treated to ensure appropriate evolution to the flow 

field instead of using a renormalization process referencing the fluid particles. 

The test case examined the flexibility of inflow boundary conditions to prescribed 

or nonprescribed values. The performance demonstrated the versatility of the 

proposed technique.  

 The challenge in generating wall particles along implicit surface have overcome 

successfully with boundary treatment techniques. We proposed approaches for 

generating boundary particles using implicit surfaces. In these approaches, wall 

particles can be computed as preprocessing for static obstacles. The boundary 

treatment technique provides a full treatment for complicated geometries and can 

handle sharp corners without any special treatment. The deficiency of particles 

close to the wall in the support domain was compensated for. The numerical tests 

demonstrate that the proposed technique obtains good results with a high 

agreement with the reference solutions. 

 Finally, we proposed a flexible boundary treatment for implicit surfaces to deal 

with the difficulty of efficiently determining appropriate particle motion around 

free surface and implicit surfaces. This technique can use a few boundary particles 
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as temporary particles instead of fixed particles in conventional techniques. This 

approach is a significant breakthrough that can eliminate costly ghost particles in 

the computational process, paving a way for real-time simulation with high 

accuracy. A modification of the PST also proposed to reduce computation costs 

in the free surface treatment. A new formulation of the PST and repulsive force 

for implicit surfaces achieved stability at the interaction of fluid and obstacles. 

thereby ensuring ensures high accuracy and fast computation. The obtained 

results demonstrate the robustness and versatility for various simulations in 

computer graphics. 

6.2 Future works 

 A simplified approach in Sec 3.2 is addressed various simulations in open 

boundary conditions. However, the flow reversion is a limitation of this technique. 

We expect to improve this issue in future work. 

 

 The idea of a flexible boundary treatment for implicit surfaces in Sec 5 is well-

suited for simulations with deformable objects. The temporary boundary particles 

are straightforward to generate at deformable positions which big issues in 

conventional techniques.    

 

 The combination of numerical methods and machine learning is cutting-edge 

technology and becoming a trend. Recently, several approaches such as data-

driven method, physics-driven method, or combined data-driven and physics-

driven method have obtained impressive results and have a lot of potentials to 

exploit. These approaches help broaden the scope of simulation issues and acquire 

fast computation and more accurate solutions. We expect to pursue this approach 

in future work. 
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