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Deep learning has been successfully applied in many research field, such as computer vision, speech
recognition and natural language processing. Most of them are focused on single modality. On the
other hand, multimodal information is more useful for practical applications. Multimodal deep
learning has gained a lot of attention and becomes an important issue in the field of artificial
inetelligence. Compared to traditional single-modal deep learning, there are following challenges in
multimodal deep learning such as: development of multimodal dataset; multimodal representation;
multimodal alignment; multimodal translation and multimodal co-learning. The purpose of this
research is to develop an efficient and accurate multimodal deep learning methods and apply them to
the healthcare systems range from touchless medical image visualization for surgery to estimation of
depression level using computer vision and deep learning. The main achievements of this research
work are as follows.

(1) I developed three multimodal datasets for three different applications of multimodal deep
learning. The first one is a multi-angle view hand gesture RGB-D dataset (MaHG-RGBD), which
contains 75000 paired color-and-depth images of 15 subjects with 25 hand gestures obtained by
two Kinect V2 sensors from different viewing directions. The second one is a human pose RGB-
D dataset (Pose-RGBD), which contains 13800 paired color-and-depth images of 6 subjects with
15 postures obtained by Kinect V2 sensor. The third one is a multimodal behavioural dataset of
depression (MB-DD), which comprises two components: the behavioural dataset and the
screening survey results. The behavioural dataset contains dynamic expression facial images,
speech and gait of depression subjects with different depression levels, which are recorded by
two video cameras and five microphones.

(2) In medical surgery, surgery often faces the challenge of efficiently reviewing the patient's 3D
anatomy model while maintaining a sterile field. | have proposed to use hand gesture recognition
techniques to support, touchless visualization of 3D medical images in surgery. To achieve this,
I have developed three version. The 1% version, I used HOG as feature and SVM as a classifier
to recognize 9 kind of hand gestures from the depth images. In the 2" version, the system uses a

Kinect sensor to acquire three kind of hand gestures and track their hand movements. Based on
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these states and their movements to visualize 3D hepatic anatomic models in real-time. In the 3™
version, | have proposed a multimodal deep learning method to perform gesture recognition using
color and depth images. The multimodal system achieves more accurate and robust real-time
gesture recognition compared with single-modal system.

Image-based human posture recognition is a challenging problem due to many aspects such as
cluttered background and posture self-occlusion. With the help of depth information, depth-based
methods have better performance. However, depth cameras are not as widely used and not as
affordable as color cameras. Therefore, I proposed a two-stage deep convolutional neural network
(CNN) architecture for accurate color-based posture recognition. The first stage performs
translation of color images to depth images, which is called as pseudo depth image. The second
stage recognizes posture classes using both the color image and its pseudo depth image. The
translation stage is based on a conditional generative adversarial network (cGAN). The proposed
method was validated on two private datasets (i.e., Pose-RGBD, MaHG-RGBD) and one public
dataset (i.e., OUHANDS). Experiments demonstrate that the proposed method achieves superior
performance on both human pose and hand gesture recognition tasks.

Depressive symptoms are a massive problem in this stressful modern society. Early screening of
depressive symptoms helps to reduce the number and intensity of their depression episodes.
Automatic detection of depressive symptoms from audio cues has gained increasing interest in
the recent years. In order to achieve this, I have proposed a multimodal adaptive fusion
transformer network for estimating the levels of depression. The proposed transformer-based
network is utilized to extract long-term temporal context information from single-modal audio
and visual data in our work. We also proposed an adaptive fusion method for adaptively fusing
useful multimodal features. Furthermore, inspired by current multi-task learning works, we
incorporate an auxiliary task (depression classification) to enhance the main task of depression
level regression (estimation). The experimental results show that the proposed methods

outperforming state-of-the-art methods.



