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Online reviews available on e-commerce websites (such as Amazon, Yahoo, Yelp, TripAdvisor, Rakuten,
etc.) are short textual documents written by customers about the products and services they buy. This form
of electronic word-of-mouth is considered to be the leading driving force of consumer purchase decision
making, and can provide highly valuable information not just for the customers but also for the companies.
Knowledge derived from product reviews can help companies develop and improve their products and
services by integrating relevant information into the requirements engineering process. As the amount of
reviews grows over time, however, both companies and customers experience an information overload.
With the vast amount of customer reviews available on online platforms at present days, companies need
computational tools to analyze the reviews with minimal human intervention and extract valuable

information from them to assist the iterative process of requirements engineering.

In this thesis, a framework is proposed for developing requirements engineering tools for
computational business intelligence. The tools and systems developed using the proposed framework
would reduce the information overload associated with online reviews and extract valuable knowledge
about customer needs. To make the framework suitable for requirements engineering, the following

objectives have been achieved:

e Investigating and improving data quality is essential for industrial applications. In the presented
study, a theoretical model with a novel measure called pertinence is introduced to assess the
quality of reviews for requirements engineering purposes.

e In order to obtain detailed information on customer needs, companies often require using small,
hand-labeled datasets. In this study, an original approach is proposed to incorporate external
knowledge into machine learning models and use deep learning algorithms more efficiently with
small datasets.

Two case studies have been conducted to test the practicality and effectiveness of the proposed
framework. While the first one implements a system for estimating sentence level review informativeness,
a multi-class sentiment classification tool is developed in the second case study. Experimental results
indicate that the framework proposed in this work is applicable for developing requirements engineering

tools.
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