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Abstract

In this thesis, we consider a coefficient stability problem for one-dimensional stochastic differential equa-
tions driven by an α-stable process with α ∈ (1, 2). More precisely, we find an upper bound for the
Lα−1(Ω,P) distance between two solutions in terms of the Lα

(
R, µαx0

)
distance of the equation coefficients

for an appropriate measure µαx0
which characterizes symmetric stable laws and depends on the initial value

of the stochastic differential equation.
The organization of the thesis is as follows. In Chapter 1, we introduce the background and the outline

of this thesis. We also explain the meaning and implications of this study.
In Chapter 2, we describe the notations and basic definitions used in this thesis. We then recall a result

proven by Kulik [10] who gives an upper bound of the density function of the solution of the stochastic
differential equation.

In Chapter 3, we state the first of two main results of this thesis, which is a rate for the Lα−1(Ω,P)
distance between two solutions and give its proof. We obtain this result using the method introduced by
Komatsu [11] which is used in the proof of uniqueness of solutions together with an upper bound for the
transition density function of the solution of the stochastic differential equation obtained by Kulik in [9].

In Chapter 4, we present the second main result, which is a rate of uniform convergence of two solu-
tions in probability when the difference between the coefficients converge to zero. We also introduce the
definition of quasi-martingale and its properties and prove the second main result.

In Chapter 5, we present some accessory lemmas needed for proving our results.
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Chapter 1

1 Introduction

Consider a d-dimensional ordinary differential equation (ODE) defined by

dxt

dt
= b(xt)dt, x0 = 0,

for t ≥ 0, where the function b : Rd → Rd. It is well-known that we can prove the existence and the
uniqueness of a solution (xt)t≥0 of the ODE by using the Picard iteration when b is (globally) Lipschitz
continuous (see [1], Theorem 6.1.3). However, when the function b is not Lipschitz continuous, there may
be multiple solutions of the ODE, for example, when d = 1 and b(x) = 2sign(x)

√
|x|. In the case of

stochastic differential equations (SDEs), it is known that the uniqueness of solutions may be preserved even
if the coefficients are not Lipschitz continuous.

Let σ = (σi, j), b = (bi), X = (Xi) and B = (Bi) for i, j = 1, 2, . . . , d be functions defined on Rd, a
Rd-valued random variable and a Rd-valued Brownian motion, respectively. We consider a d-dimensional
stochastic differential equation following as

dXi(t) = bi(Xi(t))dt +

d∑
j=1

σi, j(Xi(t))dBi
t, i = 1, 2, . . . , d. (1)

When d = 1 and b and σ are linear functions, the above SDE is well-known as the Black–Scholes model in
finance.

The model is based on the assumption that stock prices are continuous with respect to time, and it has
been applied in practice. However, stock prices are not continuous with respect to time and can jump. In
order to deal with this, Lévy processes which include jumps are being applied to finance, and research on
SDE’s using these processes is being actively conducted. This is also applied in the engineering field when
considering dynamical systems. The solutions of uniformly elliptic SDE’s driven by Brownian motion do
not possess heavy-tailed distribution, but SDE’s driven by Lévy processes can have this property and have
been actively studied in recent years. The term ”heavy-tailed distribution” refers to a phenomenon in which
the probability of a huge loss, such as in the record of insurance losses, is relatively high compared with
Gaussian distributed models.

Let T > 0 and Z B (Zt)0≤t≤T be a symmetric α-stable process with α ∈ (1, 2) on a probability space
(Ω,F ,P) with a filtration (Ft)0≤t≤T satisfying the usual conditions. That is, Z is one of the stochastic
processes with satisfy the properties which define Lévy processes.

In particular, their characteristic function (Fourier transform) is described by the formula

− log
(
E

[
eiθZt

])
= t|θ|α for any t ≥ 0 and θ ∈ R.

We consider any solution X B (Xt)0≤t≤T to the following one-dimensional SDE

Xt = x0 +

∫ t

0
σ(Xs−)dZs, (2)
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where x0 ∈ R and σ : R→ [0,∞) and Xs− B limu↑s Xu. The infinitesimal generator Aα of Z is defined by

Aα f (x) B
∫
R\{0}

{
f (x + y) − f (x) − 1{|y|≤1}y f ′(x)

} dy
|y|1+α

, for any f ∈ C2
b(R), x ∈ R.

We briefly explain some known results in this area. In the case where the driving process is a Brownian
motion, for example, Yamada and Watanabe [19] showed the pathwise uniqueness of solutions when the
coefficient σ is (1/2)-Hölder continuous. The convergence of the Euler-Maruyama approximation for SDE
(1) in the pathwise sense has been shown under non-Lipschitz condition for coefficients (see Kaneko-Nakao
[7] and Yamada [18]). Here, the approximation is X(n, ·) = (Xi(n, ·)) for some time partition (tk)k=0,1,...,n on
[0,T ] defined by

Xi(n, 0) B Xi(0) and Xi(n, t) B Xi(n, ηn(t)) +

∫ t

ηn(t)
bi(X(n, ηn(s)))ds +

d∑
j=1

∫ t

ηn(t)
σi, j(X(n, ηn(s)))dBi

t

for any t ∈ (0,T ] and i = 1, 2, . . . , d, where ηn(t) = tk for any t ∈ [tk−1, tk). In the case of a symmetric α-
stable process, there are also many preceding studies. In the one-dimensional case, Komatsu [11] and Bass
et.al [2] proved the pathwise uniqueness of solutions of SDE (2) if σ is (1/α)-Hölder continuous. In the
case of non-Lipshitz coefficient, Tsuchiya [16] obtained the pathwise uniqueness of solutions in the multi-
dimensional case and Kulik [9] studied existence of the unique weak solution and the Gaussian boundedness
of the density function of the solution. The convergence of the Euler-Maruyama approximation and the
existence of strong solutions for the SDE (2) has been shown (see Hashimoto [4]).

We consider how the solution changes if the coefficients are altered. This situation is related to the so
called stability problem. Let X(n) B

(
X(n)

t

)
0≤t≤T

be a solution of the following SDE

X(n)
t = x(n)

0 +

∫ t

0
σn

(
X(n)

s−

)
dZs for each n ∈ N, (3)

where x(n)
0 ∈ R and σn is bounded non-negative γ-Hölder continuous. Stability problem for solutions of

SDEs driven by a semimartingale with Lipschitz coefficients has been developed by Émery [3] (in the linear
case) and Protter [15]. Kawabata and Yamada [8] also studied the stability problems in the case of SDEs
driven by the Brownian motion with non-Lipschitz coefficients. Hashimoto [4] proved the convergence in
the Lβ(Ω,P)-norm of the time-supremum distance between two solutions with β ∈ (1, α) when the sequence
(σn)n∈N uniformly converges to σ and satisfies Komatsu condition (see [4]), but the author did not obtain
the rates of convergence. Hashimoto and Tsuchiya [5] got the rates of convergence in the case, x0 = x(n)

0 :

sup
t∈[0,T ]

E
[∣∣∣Xt − X(n)

t

∣∣∣α−1
]
≤ C‖σ − σn‖

p
∞ for some p,C > 0. (4)

The aim of this thesis is to extend the result (4) to the convergence in Lα
(
R, µαx0

)
-norm. We will prove

the following inequality for C > 0 and an explicit value of p which depends on the problem parameters.

sup
t∈[0,T ]

E
[∣∣∣Xt − X(n)

t

∣∣∣α−1
]
≤ |x0 − x(n)

0 |
α−1 + C‖σ − σn‖

p

Lα
(
R,µαx0

). (5)

Here, the finite measure µαx0
is defined as

µαx0
(dy) B

(
|y − x0|

−1−α ∧ 1
)

dy, (6)
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where the constant x0 is the initial value of SDE (2).This finite measure µαx0
has features that it decreases with

distance from the initial value x0. The space Lα
(
R, µαx0

)
is composed of measurable functions f : R → R

such that the following norm is finite:

‖ f ‖Lα
(
R,µαx0

) B
(∫
R

| f (y)|αµαx0
(dy)

) 1
α

. (7)

One defines similarly the spaces Lp(Ω,P) and Lp(R) := Lp(R,Leb) for any p > 0, where Leb is the Lebesgue
measure.

We state two applications of the result (5). In the first application, we consider a Cauchy sequence of
coefficients (σn)n∈N in the norm ‖ · ‖Lα

(
R,µαx0

). Then we prove that there exists a subsequence limit of SDE
(3) such that the limit is the unique solution of the SDE corresponding to the limit of the subsequence of
coefficients. For more details, see Subsection 5.3.

In the second application, given in (5), we consider the case that the coefficient σ satisfies conditions
that guarantee uniqueness of X but the exact value of σ is unknown on points distant from the initial value
x0. Under this situation, we may still approximate X using a coefficient σn which approximates σ near x0.
Result (5) ensures that the error estimation is small if the difference between σn and σ is small under the
Lα

(
R, µαx0

)
-norm. For more details, see Example 3.1.

The method to prove (5) uses the pathwise uniqueness by Komatsu [11] and the estimate of the density
of solutions to SDE (2) by Kulik [10]. We also give the rate of uniform convergence of solutions in proba-
bility. This is proven by using the properties of quasi-martingales given by Kurtz [12]. This doctoral thesis
is in line with the content of Nakagawa [14].

Chapter 2

2 Notation and the density of the weak unique solution for SDE (2)

2.1 Notation

In this subsection, we explain the symbols used in this thesis.
We define minimum and maximum as a ∧ b = min{a, b} and a ∨ b = max{a, b}, respectively. We denote
the gamma function by Γ(z) =

∫ ∞
0 xz−1e−xdx, for any z > 0. The notation f p stands for the p power of the

function f . The uniform norm ‖ · ‖∞ for any real valued function f is denoted as ‖ f ‖∞ = sup
x∈R
| f (x)|. The

convolution of the functions f and g is denoted by f ∗ g(x) =
∫
R

f (y)g(x − y)dy, for any x ∈ R. The Fourier
transform of the function f is denoted by F ( f )(θ) =

∫ ∞
−∞

e−iθx f (x)dx, for any θ ∈ R. The inverse Fourier
transformation of the function f is denoted by F −1( f )(θ) = 1

2π

∫ ∞
−∞

eiθx f (x)dx, for any θ ∈ R. The notation
(P.V.) means the Cauchy principal value. A measure µ is absolutely continuous with respect to a measure µ′

if µ′(A) = 0 implies µ(A) = 0 for every measurable set A. This is written as µ � µ′. Let Z = (Zt)0≤t≤T be a
symmetric α-stable process with α ∈ (1, 2). The jump size of Z at time t is defined by ∆Zt = Zt −Zt− for any
t > 0 and ∆Z0 B 0. The Poisson random measure associated to Z on B([0,T ]) × B(R \ {0}) is denoted by
N(t, F) =

∑
0≤s≤t 1F(∆Zs) for t ∈ [0,T ] and F ∈ B(R\{0}). The Lévy measure of Z on B(R\{0}) is defined
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as cα
|z|1+α dz, where the constant cα := π−1Γ(α + 1) sin

(
απ
2

)
. The compensated Poisson random measure of Z

is defined as Ñ.

2.2 The transition density function associated to the SDE (2)

In this subsection, we introduce results which Kulik [10] has proved. These results are about the
transition density function of the solution of SDE (2). The following result shows that if the function σα is
Hölder continuous, bounded and uniformly positive, then the solution of SDE (2) admits a transition density
function.
Lemma 2.1. ([10], Theorems 2.2 and Proposition 4.1)
Suppose that (Xt)0≤t≤T is the unique weak solution of the SDE

Xt = x0 +

∫ t

0
σ(Xs−)dZs,

where Z B (Zt)0≤t≤T is an one-dimensional symmetric α-stable process with α ∈ (1, 2), and σα satisfies the
following conditions. There exist c1, c2 > 0 and γ′ ∈ (0, 1) such that for any x, y ∈ R,

c1 < σ(x), ‖σ‖∞ < ∞ and |σα(x) − σα(y)| < c2|x − y|γ
′

.

Then, for each t ∈ (0,T ], Xt has a transition density function pt(x0, ·) and the function satisfies that there
exists positive constants M1, M2 such that for any y ∈ R,

M1 p̃t(x0, y) ≤ pt(x0, y) ≤ M2 p̃t(x0, y). (8)

The function p̃t is given by

p̃t(x0, y) B
1

t
1
ασ(y)

g(α)
 y − x0

t
1
ασ(y)

 ,
where g(α) is the density function of Z1. A function G(α) denotes G(α)(x) B

(
|x|−1−α ∧ 1

)
for any x ∈ R.

Moreover, g(α) and G(α) satisfy the following properties. There exist constants K1, K2 > 0 such that for
any c3 > 0 and x ∈ R,

G(α)(c3x) ≤ (c−1−α
3 ∨ 1)G(α)(x) (9)

and K1G(α)(x) < g(α)(x) < K2G(α)(x). (10)

The following upper bound for the density pt(x0, ·) of Xt is useful for proving Theorem 3.1, 4.1.

Lemma 2.2. There exists K > 0 such that for any t ∈ (0,T ],

pt(x0, y) ≤ Kt−
1
α

(
t1+ 1

α ∨ 1
)
G(α)(y − x0).

Proof. From (8) and (10), we obtain

pt(x0, y) ≤
M2

t
1
ασ(y)

g(α)
 y − x0

t
1
ασ(y)

 ≤ M2K2

t
1
ασ(y)

G(α)
 y − x0

t
1
ασ(y)

 .
6



Here, by the definition of G(α), we have for all x ∈ R and 0 ≤ y ≤ z,

G(α)(x) = G(α)(|x|) and G(α)(y) ≤ G(α)(z).

Hence, from c1 < σ(x), we have

G(α)
 y − x0

t
1
ασ(y)

 = G(α)
∣∣∣∣∣∣ y − x0

t
1
ασ(y)

∣∣∣∣∣∣
 ≤ G(α)

(∣∣∣∣∣∣y − x0

t
1
α c1

∣∣∣∣∣∣
)

= G(α)
(

y − x0

t
1
α c1

)
. (11)

It follows from (9), (11) and c1 < σ(x) that

p0
t (x0, y) ≤ K2c−1

1

(
c1+α

1 ∨ 1
)

t−
1
α

(
t1+ 1

α ∨ 1
)
G(α)(y − x0).

Hence the proof of Lemma 2.2 is completed. �

Chapter 3

3 The distance of two solutions in the Lα−1(Ω,P)-norm

In this Chapter, the first main result of this thesis is given. Hashimoto and Tsuchiya [5] obtained the dis-
tance between two solutions using the supremum norm. We give this distance in term of Lα

(
R, µαx0

)
-norm

defined in (7).

Theorem 3.1. Let T > 0 and Z be a one-dimensional symmetric α-stable process with α ∈ (1, 2). Consider
two processes X and X̃ that satisfy the following one-dimensional SDEs for t ∈ [0,T ] and x0, x̃0 ∈ R.

Xt = x0 +

∫ t

0
σ(Xs−)dZs (12)

X̃t = x̃0 +

∫ t

0
σ̃(X̃s−)dZs. (13)

Suppose that σ and σ̃ satisfy the following conditions. There exist constants ρ, ρ̃, m1, m2, m3 > 0, η ∈ (0, 1]
and γ ∈ [1/α, 1] such that for any x, y ∈ R,

|σ(x) − σ(y)| < ρ|x − y|η, |σ̃(x) − σ̃(y)| < ρ̃|x − y|γ,

m1 < σ(x) < m2, ‖σ̃‖∞ < m3 and ‖σ − σ̃‖Lα
(
R,µαx0

) ≤ 1.

Then, there exists a positive constant C such that

sup
0≤t≤T

E
[∣∣∣Xt − X̃t

∣∣∣α−1
]
≤


|x0 − x̃0|

α−1 + C‖σ − σ̃‖(αγ−1)/γ

Lα
(
R,µαx0

) if γ ∈ (1/α, 1]

|x0 − x̃0|
α−1 + C

log
1

‖σ − σ̃‖Lα
(
R,µαx0

)
−1

if γ = 1/α,
(14)

where the constant C depends on T , α, m1, m2, m3, ρ, ρ̃ and η.
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Remark 3.2. We give two separate remarks:

(i) Theorem 3.1 holds even if the norm ‖·‖Lα
(
R,µαx0

) is replaced by ‖·‖Lα(R). The reason is that the following
inequality is satisfied: ‖ f ‖Lα

(
R,µαx0

) ≤ ‖ f ‖Lα(R) for any f ∈ Lα(R) and x0 ∈ R.

(ii) If γ ∈ (1/α, 1] and the assumption ‖σ− σ̃‖Lα
(
R,µαx0

) ≤ 1 is replaced by ‖σ− σ̃‖Lα
(
R,µαx0

) > 1 in Theorem
3.1, then the power (αγ − 1)/γ in the inequality (14) is replaced by α − 1.

When γ = 1/α, the second term in the inequality (14) is changed. These results are obtained in the same
way as in the proof of Theorem 3.1.

Note that in Theorem 3.1 the coefficient σ is required to have a positive lower bound and upper bound
for the existence of the transition density function of Xt as stated in Lemma 2.1. The solution of SDE
(Xt)t∈[0,T ] fails the pathwise uniqueness property if η < 1/α (see [2]). Still, Theorem 3.1 holds for such
solutions. The result in Theorem 3.1 can be slightly improved at the cost of higher complexity as stated in
Section 5.4. In the following example, we show that the applicable class of diffusion coefficients has been
significantly improved in comparison with [5].

Example 3.1. We consider the SDE (2) and (3) with diffusion coefficients σ and σn, respectively. Suppose
that σ and (σn)n∈N satisfy the following conditions. There exist constants ρ, ρ̃, m1, m2, m3 > 0, η ∈ (0, 1]
and γ ∈ [1/α, 1] such that for any x, y ∈ R and n ∈ N,

|σ(x) − σ(y)| < ρ|x − y|η, |σn(x) − σn(y)| < ρ̃|x − y|γ,

m1 < σ(x) < m2 and ‖σn‖∞ < m3

|σ(x) − σn(x)|

≤ C
n if x ∈ Dx0, f (n) := {x ∈ R | |x − x0| ≤ f (n)}

= g(n, x) if x < Dx0, f (n)
x ∈ R, (15)

where x0 is the initial value of SDE (2), f (n) > 1 for each n ∈ N, limn→∞ f (n) = ∞ and g is a some function.
Then, for some constant C and each n ∈ N, we have

‖σ − σn‖
α

Lα
(
R,µαx0

) ≤ C
nα

f (n) +
C

f α(n)
sup

f (n)≤|x−x0 |

gα(n, x).

In fact, the result is obtained using the definition (6) and then estimating ‖σ − σn‖
α

Lα
(
R,µαx0

) by dividing

the region of integration according to Dx0, f (n) and its complementary set. For the first integral, one uses
the inequality |x − x0|

−1−α ∧ 1 ≤ 1 and (15). For the second integral, one notes that |σ(x) − σn(x)| ≤
sup f (n)≤|x−x0 |

|σ(x) − σn(x)| for any x ∈ Dx0, f (n) and then the remaining integral can be computed explicitly.
Setting sup f (n)≤|x−x0 |

g(n, x) = 1 and f (n) = np for each n ∈ N and some p ∈ (0, α), we obtain limn→∞ ‖σ −
σn‖Lα

(
R,µαx0

) = 0. However, in this case, the limit of the sup norm does not converge to 0:

lim
n→∞
‖σ − σn‖∞ = 1.

This example shows that Theorem 3.1 may be useful for a bounded η-Hölder continuous function σ
whose exact values are unknown on intervals distant from the initial value x0.
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We state two remarks in order to deepen the understanding of Theorem 3.1.

Remark 3.3. One may wonder if limn→∞ supt∈[0,T ] E[|Xt − X(n)
t |

α−1] = 0 even if the equation satisfied by X
may not satisfy the pathwise uniqueness property. If the Hölder coefficient of σn is not bounded in n, then
the positive constant C in (14) may be unbounded in n since C depends on Hölder coefficient of σn, so that
the right-hand side in (14) may not be converge to 0 as n→ ∞.

On the other hand, if limn→∞ ‖σ − σn‖Lα
(
R,µαx0

) = 0 and the Hölder coefficient of σn does not depend
on n, then σ = limn→∞ σn almost everywhere and σ is also γ-Hölder continuous with γ ∈ [1/α, 1] (see
(37) in Section 5.3). In this case, the equations associated to (Xt)0≤t≤T and (X(n)

t )0≤t≤T satisfy the pathwise
uniqueness property.

Remark 3.4. In Theorem 3.1, if η > 1/α, then the equations (12) and (13) satisfy the strong unique solution
property. If η < 1/α, (12) satisfies the weak unique solution property on a probability space (see [9]) and
(13) satisfies the strong solution property on the probability space (see [4]). Thus, there always exists a
probability space satisfying (14).

3.1 An approach by Komatsu

Before proving Theorem 3.1, we apply a variation of the method introduced by Komatsu ([11], proof
of Theorem 1) in order to evaluate

∣∣∣Xt − X̃t

∣∣∣α−1
.

Lemma 3.5. For ε > 0, δ > 1, we can choose a smooth function ψδ,ε which satisfies the following condi-
tions,

ψδ,ε(x) =

between 0 and 2(x log δ)−1 εδ−1 < x < ε,
0 otherwise,

and
∫ ε

εδ−1 ψδ,ε(y)dy = 1. We define u(x) = |x|α−1 and uδ,ε = u ∗ ψδ,ε. Then, uδ,ε ∈ C2 and for any x ∈ R,

|x|α−1 ≤ εα−1 + uδ,ε(x), (16)

uδ,ε(x) ≤ |x|α−1 + εα−1. (17)

Proof. It follows from
∫ ε

εδ−1 2(x log δ)−1dx = 2 that the above function ψδ,ε exists and that uδ,ε is in C2.
First, we prove the inequality (16). Note that uδ,ε is a nonnegative function since u and ψδ,ε are nonnegative
functions. Since the support of ψδ,ε is contained in [εδ−1, ε], we have

uδ,ε(x) =

∫ x−εδ−1

x−ε
|y|α−1ψδ,ε(x − y)dy.

The inequality (16) is proved by studying three different cases according to Case 1: −ε ≤ x < ε, Case
2: ε ≤ x or Case 3: x < −ε.

Case 1: Since |x| ≤ ε, we have

|x|α−1 ≤ εα−1 ≤ εα−1 + uδ,ε(x).
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The last inequality follows from uδ,ε(x) ≥ 0 for all x ∈ R.
Case 2: Since 0 ≤ x − ε, we obtain |y| ≥ |x − ε| for all y ∈ [x − ε, x − εδ−1]. The inequality

|x|p − |y|p ≤ |x + y|p for any x, y ∈ R and p ∈ (0, 1) and
∫ ε

εδ−1 ψδ,ε(y)dy = 1 imply that

uδ,ε(x) ≥ |x − ε|α−1
∫ x−εδ−1

x−ε
ψδ,ε(x − y)dy ≥ |x|α−1 − εα−1.

Hence we have
|x|α−1 ≤ εα−1 + uδ,ε(x).

Case 3: Since x− εδ−1 < 0 then from the inequality |y| ≥ |x− εδ−1| for all y ∈ [x− ε, x− εδ−1], we have

uδ,ε(x) ≥
∣∣∣x − εδ−1

∣∣∣α−1
∫ x−εδ−1

x−ε
ψδ,ε(x − y)dy

=
(
|x| + εδ−1

)α−1

≥
∣∣∣|x| − εδ−1

∣∣∣α−1
.

The last inequality follows from a + b ≥ |a − b| for any a, b ≥ 0. By using the inequality |a − b|p ≥ |ap − bp|

for any a, b ≥ 0 and p ∈ (0, 1) and εδ−1 < ε, we have

uδ,ε(x) ≥
∣∣∣∣|x|α−1 −

(
εδ−1

)α−1∣∣∣∣ ≥ |x|α−1 − εα−1.

Thus, we obtain (16).
In order to show the inequality (17), we rewrite uδ,ε(x) as

uδ,ε(x) =

∫
R

u(x − y)ψδ,ε(y)dy =

∫ ε

εδ−1
|x − y|α−1ψδ,ε(y)dy.

The last equation follows since the support of ψδ,ε is included in [εδ−1, ε]. By the inequalities |x−y| ≤ |x|+ |y|
for any x, y ∈ R and (a + b)α−1 ≤ aα−1 + bα−1 for any a, b ≥ 0, we have (17) since

uδ,ε(x) ≤
∫ ε

εδ−1
(|x| + |y|)α−1 ψδ,ε(y)dy

≤

∫ ε

εδ−1

(
|x|α−1 + |y|α−1

)
ψδ,ε(y)dy

≤
(
|x|α−1 + εα−1

) ∫ ε

εδ−1
ψδ,ε(y)dy

≤ |x|α−1 + εα−1.

The second to last inequality and the last one follows from ψδ,ε(x) ≥ 0 and
∫ ε

εδ−1 ψδ,ε(y)dy = 1, respectively.
This concludes the statement. �

Definition 3.6. A function g is called a tempered function (or a function of slow growth or a slowly increas-
ing function) if g is a continuous function and for some p ∈ N,

|g(x)| = O(|x|p) as |x| → ∞.

10



The following lemma is used for proving Lemma 3.8.

Lemma 3.7. For θ , 0 and a tempered function g,

F (Aαg)(θ) = −π
(
Γ(α + 1) sin

(
απ

2

))−1
|θ|αF (g)(θ). (18)

Note that the Fourier transform of tempered functions is finite (see [13], Definition 1, 2).

Proof. By the definition of F and Aα, we have

F (Aαg)(θ) =

∫ ∞

−∞

e−iθx
∫
R\{0}

{
g(x + y) − g(x) − 1{|y|≤1}yg(x)

} dy
|y|1+α

dx.

It follows from Fubini’s theorem that

F (Aαg)(θ) =

∫
R\{0}

∫ ∞

−∞

{
e−iθxg(x + y)
|y|1+α

−
e−iθxg(x)
|y|1+α

− 1{|y|≤1}
yg(x)
|y|1+α

}
dxdy,

=

∫
R\{0}

{∫ ∞

−∞

e−iθxg(x + y)
|y|1+α

dx −
∫ ∞

−∞

e−iθxg(x)
|y|1+α

dx − 1{|y|≤1}
y
|y|1+α

∫ ∞

−∞

e−iθxg(x)dx
}

dy.

The integrals with respect to x in the last equation are finite since g is a tempered function. Furthermore,
since 1{|y|≤1}

y
|y|1+α is an odd function with respect to y, we have

F (Aαg)(θ) =

∫
R\{0}

{∫ ∞

−∞

e−iθxg(x + y)
|y|1+α

dx −
∫ ∞

−∞

e−iθxg(x)
|y|1+α

dx − 0
}

dy (P.V.).

Using the change of variables w = x + y on
∫ ∞
−∞

eiθxg(x+y)
|y|1+α dx, we have

F (Aαg)(θ) =

∫
R\{0}

{∫ ∞

−∞

e−iθ(w−y)g(w)
|y|1+α

dw −
∫ ∞

−∞

e−iθxg(x)
|y|1+α

dx
}

dy

=

∫
R\{0}

eiθy − 1
|y|1+α

dyF (g)(θ).

Performing the change of variables |θ|y = z, we get

F (Aαg)(θ) =

∫
R\{0}

eizsgn(θ) − 1
|z|1+α

dz|θ|αF (g)(θ).

Therefore, in order to obtain (18), we should prove only∫
R\{0}

eiz − 1
|z|1+α

dz =

∫
R\{0}

e−iz − 1
|z|1+α

dz = −π
(
Γ(α + 1) sin

(
απ

2

))−1
.

Using the change of variables z = −z′, we have∫
R\{0}

eiz − 1
|z|1+α

dz =

∫
R\{0}

e−iz′ − 1
|z′|1+α

dz′.

11



Hence, it is enough to prove that∫
R\{0}

e−iz − 1
|z|1+α

dz = −π
(
Γ(α + 1) sin

(
απ

2

))−1
. (19)

From Euler’s formula eix = cos(x) + i sin(x) for all x ∈ R, we obtain∫
R\{0}

e−iz − 1
|z|1+α

dz =

∫
R\{0}

cos(z) − 1
|z|1+α

dz + i
∫
R\{0}

sin(z)
|z|1+α

dz.

Using the fact that cos(z)−1
|z|1+α is an even function and sin(z)

|z|1+α is an odd function, we have∫
R\{0}

e−iz − 1
|z|1+α

dz = 2
∫ ∞

0

cos(z) − 1
|z|1+α

dz + 0 (P.V.).

Using the integration by parts formula, we have

2
∫ ∞

0

cos(z) − 1
|z|1+α

dz = 2 lim
ε→0

lim
R→∞

1
α

([
(cos(z) − 1)z−α

]R
ε −

∫ R

ε

sin(z)
zα

dz
)
.

Observe that first the term equals 0 on the right-hand side by L’Hôpital’s theorem. Hence, we have∫
R\{0}

e−iz − 1
|z|1+α

dz = 0 −
2
α

∫ ∞

0

sin(z)
zα

dz.

Here,
∫ ∞

0 xs−1 sin(ax)dx = Γ(s)a−s sin
(

sπ
2

)
for any a > 0 and 0 < |Re(s)| < 1 ([6], P430). By setting

s = 1 − α, we have∫
R\{0}

e−iz − 1
|z|1+α

dz = −
2
α

Γ(1 − α) sin
(

(1 − α)π
2

)
= −

2
α

Γ(1 − α) cos
(
απ

2

)
.

From the reflection formula Γ(s)Γ(1 − s) = π
sin(sπ) for s > 0, we have∫

R\{0}

e−iz − 1
|z|1+α

dz = −
2
α

Γ(α)−1 π

sin(απ)
cos

(
απ

2

)
.

By sin(απ) = 2 sin
(
απ
2

)
cos

(
απ
2

)
and Γ(s + 1) = sΓ(s) for any s ∈ C, we get∫
R\{0}

e−iz − 1
|z|1+α

dz = −π
(
Γ(α + 1) sin

(
απ

2

))−1
.

Thus (19) is satisfied. Thus, the equation (18) follows. �

The following result is useful to obtain an estimate of Aαuδ,ε since the function ψδ,ε is bounded for each
ε > 0 and δ > 1 and limθ→0 Aαuδ,ε(θ) = 0. The property limθ→0 Aαuδ,ε(θ) = 0 is not satisfied if we replace
u(x) = |x|α−1 by a general power function u(x) = |x|β with β , α − 1.
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Lemma 3.8. The function uδ,ε satisfies

Aαuδ,ε(θ) = Cαψδ,ε(θ) for each θ , 0,

where the constant Cα = −2πα cot
(
απ
2

)
.

Proof. Set u(q)
δ,ε(x) = u(q) ∗ ψδ,ε(x) and u(q)(x) = |x|α−1e−q|x| for q ∈ (0, 1). From the characteristic function of

the one-dimensional gamma distribution, we have∫ ∞

0
eiθxxα−1Γ(α)−1qαe−qxdx = (1 − iθ/q)−α.

Simplifying this, we have ∫ ∞

0
eiθxu(q)(x)dx = Γ(α)(q − iθ)−α. (20)

Using changing of variables x = −x′ in (20), we obtain∫ −∞

0
ei(−θ)yu(q)(−x′)(−dx′) = Γ(α)(q − iθ)−α.

Since u(q)(−x′) = u(q)(x′), we have by substituting θ for −θ′∫ 0

−∞

eiθ′x′u(q)(x′)dx′ = Γ(α)(q + iθ′)−α. (21)

These equations (20) and (21) imply that

F (u(q))(θ) = Γ(α)
{
(q + iθ)−α + (q − iθ)−α

}
. (22)

Since u(q)
δ,ε is a tempered function, it follows from Lemma 3.7 that

F (Aαu(q)
δ,ε)(θ) = −π

(
Γ(α + 1) sin

(
απ

2

))−1
|θ|αF (u(q)

δ,ε)(θ).

It follows from the convolution theorem, (22) and Γ(s + 1) = sΓ(s) for any s > 0 that

F (Aαu(q)
δ,ε)(θ) = −π

(
Γ(α + 1) sin

(
απ

2

))−1
|θ|αF (u(q))(θ)F (ψδ,ε)(θ)

= −π|θ|α
{
(q + iθ)−α + (q − iθ)−α

} (
α sin

(
απ

2

))−1
F (ψδ,ε)(θ)

→ −π{i−α + iα}
(
α sin

(
απ

2

))−1
F (ψδ,ε)(θ) as q→ +0.

Using the principal value of i−α and iα it follows

i−α + iα = e−iαπ/2 + eiαπ/2 = 2 cos
(
απ

2

)
.

Thus, since u(q)
δ,ε is monotone increasing to uδ,ε as q ↓ 0, we have

Aαuδ,ε(θ) = lim
q→+0

Aαu(q)
δ,ε(θ) = lim

q→+0
F −1

[
F (Aαu(q)

δ,ε)
]

(θ) = −2πα cot
(
απ

2

)
ψδ,ε(θ).

Hence the proof of Lemma 3.8 is completed. �
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3.2 Proof of Theorem 3.1

The key point in this proof is to use the fact that the solution Xt has a transition density for which an
upper bound is available (see Lemma 2.1, 2.2).
Proof. We set Yt = Xt − X̃t. By Lemma 3.5, we obtain

|Yt |
α−1 ≤ εα−1 + uδ,ε (Yt) . (23)

By using the Lévy-Itô decomposition ([1], Theorem 2.4.16), we have

Yt = Y0 +

∫ t

0

(
σ(Xs−) − σ̃(X̃s−)

)
dZs

= Y0 +

∫ t

0

∫
|z|≥1

(
σ(Xs−) − σ̃(X̃s−)

)
zN(dz, ds) +

∫ t

0

∫
|z|<1

(
σ(Xs−) − σ̃(X̃s−)

)
zÑ(dz, ds).

Using the Itô’s formula ([1], Theorem 4.4.7) and N(dz, dt) = Ñ(dz, dt) +
cα
|z|1+α dzdt, we have

uδ,ε (Yt) = uδ,ε (Y0) +

∫ t

0

∫
|z|≥1

{
uδ,ε

(
Ys− +

(
σ(Xs−) − σ̃(X̃s−)

)
z
)
− uδ,ε (Ys−)

}
N(dz, ds)

+

∫ t

0

∫
|z|<1

{
uδ,ε

(
Ys− +

(
σ(Xs−) − σ̃(X̃s−)

)
z
)
− uδ,ε (Ys−)

}
Ñ(dz, ds)

+

∫ t

0

∫
|z|<1

{
uδ,ε

(
Ys− +

(
σ(Xs) − σ̃(X̃s)

)
z
)
− uδ,ε (Ys−) − z(σ(Xs) − σ̃(X̃s))u′δ,ε (Ys−)

} cαdz
|z|1+α

ds

= uδ,ε (Y0) +

∫ t

0

∫
R\{0}

{
uδ,ε

(
Ys− +

(
σ(Xs−) − σ̃(X̃s−)

)
z
)
− uδ,ε (Ys−)

}
Ñ(dz, ds)

+

∫ t

0

∫
R\{0}

{
uδ,ε

(
Ys +

(
σ(Xs) − σ̃(X̃s)

)
z
)
− uδ,ε (Ys) − 1{|z|≤1}(z)(σ(Xs) − σ̃(X̃s))zu′δ,ε (Ys)

} cαdz
|z|1+α

ds

C uδ,ε (Y0) + Mδ,ε
t + Iδ,εt . (24)

The function uδ,ε ∈ C2 which appeared in Lemma 3.5. Here, Mδ,ε B
(
Mδ,ε

t

)
0≤t≤T

is a martingale (see Section

5.1). Note that the integral Iδ,εt is equal to 0 on the set τt := {s ∈ [0, t] | σ(Xs) − σ̃(X̃s) = 0}. Using the
change of variables y = (σ(Xs) − σ̃(X̃s))z in Iδ,εt , we have

Iδ,εt =

∫
[0,t]\τt

∫
R\{0}

∣∣∣σ(Xs) − σ̃(X̃s)
∣∣∣1+α

σ(Xs) − σ̃(X̃s)

{
uδ,ε((Ys) + y) − uδ,ε (Ys) − y1

{|y|≤
∣∣∣σ(Xs)−σ̃(X̃s)

∣∣∣}(y)u′δ,ε (Ys)
} cαdy
|y|1+α

ds.

Here, since y1{
|y|≤

∣∣∣σ(Xs)−σ̃(X̃s)
∣∣∣}(y)u′δ,ε (Ys−) 1

|y|1+α is an odd function with respect to y, we obtain

∫
R\{0}

y1
{|y|≤

∣∣∣σ(Xs)−σ̃(X̃s)
∣∣∣}(y)u′δ,ε (Ys−)

∣∣∣σ(Xs) − σ̃(X̃s)
∣∣∣1+α

|y|1+α
dy =

∫
R\{0}

y1{|y|≤1}(y)u′δ,ε (Ys−)

∣∣∣σ(Xs) − σ̃(X̃s)
∣∣∣1+α

|y|1+α
dy

= 0 (P.V.).
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Hence, we observe, by the definition of Aα, that

Iδ,εt = cα

∫
[0,t]\τt

∣∣∣σ(Xs) − σ̃(X̃s)
∣∣∣1+α

σ(Xs) − σ̃(X̃s)
Aαuδ,ε (Ys) ds

= cαCα

∫
[0,t]\τt

∣∣∣σ(Xs) − σ̃(X̃s)
∣∣∣1+α

σ(Xs) − σ̃(X̃s)
ψδ,ε(Ys)ds, (25)

The last equation follows from Lemma 3.8. We observe, using the Jensen’s inequality, that

Iδ,εt ≤ cα |Cα|

∫ t

0

∣∣∣σ(Xs) − σ̃(X̃s)
∣∣∣α ψδ,ε(Ys)ds C Jδ,εt . (26)

The boundedness of the function ψδ,ε introduced in Lemma 3.5 yields

Jδ,εt ≤ 2cα |Cα|

∫ t

0

∣∣∣σ(Xs) − σ̃(X̃s)
∣∣∣α 1[εδ−1,ε](Ys)
|Ys| log δ

ds.

Here, by using the inequality (a + b)α ≤ 2α−1aα + 2α−1bα for any a, b ≥ 0 and γ-Hölder continuity of σ̃, we
obtain ∣∣∣σ(Xs) − σ̃(X̃s)

∣∣∣α =
∣∣∣σ(Xs) − σ̃(Xs) + σ̃(Xs) − σ̃(X̃s)

∣∣∣α
≤ 2α−1

∣∣∣σ̃(Xs) − σ̃(X̃s)
∣∣∣α + 2α−1 |σ(Xs) − σ̃(Xs)|

α

≤ 2α−1ρ̃α |Ys|
αγ + 2α−1 |σ(Xs) − σ̃(Xs)|

α .

Hence, we have

Jδ,εt ≤ Ĉα

∫ t

0
|Ys|

αγ−1 1[εδ−1,ε] (Ys)
log δ

ds + Ĉα

∫ t

0
|σ(Xs) − σ̃(Xs)|

α 1[εδ−1,ε] (Ys)
|Ys| log δ

ds

≤
Ĉαtεαγ−1

log δ
+

Ĉα

log δ

(
δ

ε

) ∫ t

0
|σ(Xs) − σ̃(Xs)|

α ds, (27)

where Ĉα B 2αcα
∣∣∣Cα,β

∣∣∣ max {̃ρα, 1}. Note that αγ − 1 ≥ 0 since α ∈ (1, 2) and γ ∈ [1/α, 1]. Using (23),
(26), (27) and (17), we obtain

uδ,ε (Yt) ≤ uδ,ε (Y0) + Mδ,ε
t +

Ĉαtεαγ−1

log δ
+

Ĉα

log δ

(
δ

ε

) ∫ t

0
|σ(Xs) − σ̃(Xs)|

α ds

≤ |x0 − x̃0|
α−1 + εα−1 + Mδ,ε

t +
Ĉαtεαγ−1

log δ
+

Ĉα

log δ

(
δ

ε

) ∫ t

0
|σ(Xs) − σ̃(Xs)|

α ds. (28)

It follows from (16) and (28) that

|Yt |
α−1 ≤ |x0 − x̃0|

α−1 + 2εα−1 + Mδ,ε
t +

Ĉαtεαγ−1

log δ
+

Ĉα

log δ

(
δ

ε

) ∫ t

0
|σ(Xs) − σ̃(Xs)|

α ds,

By taking expectations and using Fubini’s theorem, we obtain

E
[∣∣∣Xt − X̃t

∣∣∣α−1
]
≤ |x0 − x̃0|

α−1 + 2εα−1 +
Ĉαtεαγ−1

log δ
+

Ĉα

log δ

(
δ

ε

) ∫ t

0
E

[
|σ(Xs) − σ̃(Xs)|

α] ds. (29)
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Note that σα is γ(α − 1)-Hölder continuous (see Lemma 5.2). Hence, from Lemma 2.1 we have that
Xt has the transition density function pt(x0, ·). Using Lemma 2.2, there exists K > 0 such that∫ t

0
E

[
|σ(Xs) − σ̃(Xs)|

α] ds ≤ K
∫ t

0

∫
R

|σ(y) − σ̃(y)|α s−
1
α

(
s1+ 1

α ∨ 1
) (
|y − x0|

−1−α ∧ 1
)

dyds

= KDα(t)
∫
R

|σ(y) − σ̃(y)|α
(
|y − x0|

−1−α ∧ 1
)

dy

= KDα(t) ‖σ − σ̃‖α
Lα

(
R,µαx0

) , (30)

where Dα(t) =
∫ t

0 s−
1
α (s1+ 1

α ∨ 1)ds and the norm is the one defined in (7). Therefore, we get the following
inequality.

Here, we have introduced the notation λ = ‖σ− σ̃‖Lα
(
R,µαx0

) in order to simplify long expressions. Now,
we use (30) and take the supremum for t ∈ [0,T ] in (29) so as to obtain

sup
0≤t≤T

E
[∣∣∣Xt − X̃t

∣∣∣α−1
]
≤ |x0 − x̃0|

α−1 + 2εα−1 +
ĈαTεαγ−1

log δ
+

ĈαKDα(T )
log δ

(
δ

ε

)
λα. (31)

We consider the following two cases: case 1: γ ∈ (1/α, 1] and case 2: γ = 1/α. The above expression
proves that if we choose some appropriate ε > 0 and δ > 1 then the left-hand side in (31) will go to zero for
x0 = x̃0. In order to choose ε and δ optimally, we divide our study in the following two cases according to
the possible values of γ.

Case 1: In this case, note that αγ − 1 > 0. We set

δ = 2, p > 0, ε = λp and
1
3

C = max

2,
ĈαT
log 2

,
2ĈαKDα(T )

log 2

 .
Here, p is a positive real parameter which will be specified later. Using the above choice in (31) as well as
the inequalities p(α − 1) ≥ p(αγ − 1) and λ ≤ 1, we obtain

sup
0≤t≤T

E
[∣∣∣Xt − X̃t

∣∣∣α−1
]
≤ |x0 − x̃0|

α−1 +
1
3

C
(
2λp(αγ−1) + λ−p+α

)
. (32)

Therefore in order to obtain the optimal rate, we choose p = 1/γ which satisfies the equation p(αγ − 1) =

−p + α

sup
0≤t≤T

E
[∣∣∣Xt − X̃t

∣∣∣α−1
]
≤ |x0 − x̃0|

α−1 + Cλ
αγ−1
γ .

This value of p gives a rate of convergence but it is not an optimal choice for fixed λ (see Section 5.4).
Case 2: We set Cα,T = max{2, ĈαT, ĈαKDα(T )} and choose ε = (log 1

λ
)−p and δ = λ−q. Then we

obtain

sup
0≤t≤T

E
[∣∣∣Xt − X̃t

∣∣∣α−1
]
≤ |x0 − x̃0|

α−1 + Cα,T

(log
1
λ

)−p(α−1)

+
1
q

(
log

1
λ

)−1

+
1
q

(
log

1
λ

)p−1

λα−q

 .
By choosing p as p = 1

α−1 and q = α
2 , we have

sup
0≤t≤T

E
[∣∣∣Xt − X̃t

∣∣∣α−1
]
≤ |x0 − x̃0|

α−1 + Cα,T

(
log

1
λ

)−1
1 +

2
α

+
2λ

α
2

α

(
log

1
λ

) 1
α−1

 .
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Note that

sup
x∈(0,1]

x
α
2

(
log

1
x

) 1
α−1

< ∞.

Thus, choosing C = Cα,T

{
1 + 2

α
+ 2

α
sup

x∈(0,1]
x
α
2

(
log 1

x

) 1
α−1

}
, we get

sup
0≤t≤T

E
[∣∣∣Xt − X̃t

∣∣∣α−1
]
≤ |x0 − x̃0|

α−1 + C
(
log

1
λ

)−1

.

This concludes the proof. �

Chapter 4

4 The distance between two solutions in probability

In this Chapter, we give our second main result. We study a rate of the convergence in probability of
the time-supremum difference between two solutions.The result is proven by introducing the concept of a
quasi-martingale and their properties. Concretely, we use a lemma obtained by Kurtz [12].

Theorem 4.1. Assume the same conditions of Theorem 3.1. Then, there exists a positive constant C such
that

sup
h≥0

hP
(

sup
0≤t≤T

∣∣∣Xt − X̃t

∣∣∣α−1
> h

)
≤


|x0 − x̃0|

α−1 + C‖σ − σ̃‖
αγ−1
γ

Lα
(
R,µαx0

) if γ ∈ (1/α, 1]

|x0 − x̃0|
α−1 + C

log
1

‖σ − σ̃‖Lα
(
R,µαx0

)
−1

if γ = 1/α,

where the constant C depends on T , α, m1, m2, m3, ρ, ρ̃ and η.

4.1 Quasi-martingales and their properties

We introduce quasi-martingales in order to prove Theorem 4.1. Let T ∈ [0,∞] and Z be a càdlàg
adapted process defined on [0,T ]. A finite subdivision of [0,T ] is defined by ∆t = (t0, t1, . . . , tn+1) such that
0 = t0 < t1 < · · · < tn+1 = T .
Definition 4.2. The mean variation of X is defined by

VT (X) B sup
∆t
E

 n∑
i=0

∣∣∣E [
Xti − Xti+1 |Fti

]∣∣∣ .
Definition 4.3. A càdlàg adapted process Z is a quasi-martingale on [0,T ] if for each t ∈ [0,T ], E[|Zt |] < ∞
and VT (Z) < ∞.
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Kurtz [12] proved the following lemma by using Rao’s theorem ([15], Section III, Theorem 17).

Lemma 4.4. ([12], Lemma 5.3) Let Z be a càdlàg adapted process defined on [0,T ]. Suppose that for each
t ∈ [0,T ], E[|Zt |] < ∞ and Vt(Z) < ∞. Then, for each h > 0,

hP
(

sup
0≤t≤T

|Zt | > h
)
≤ VT (Z) + E [|ZT |] .

The inequality in Lemma 4.4 is useful for proving Theorem 4.1.

4.2 Proof of Theorem 4.1

Proof. We set uδ,ε(Y) B
{
uδ,ε(Yt)

}
0≤t≤T with Y = X = X̃. Note that uδ,ε is a nonnegative function since u and

ψδ,ε are nonnegative (see Lemma 3.5). Hence, for each t ∈ [0,T ], we have

E
[∣∣∣uδ,ε (Yt)

∣∣∣] = E
[
uδ,ε (Yt)

]
< ∞.

Note that from (28) and (30), the above expectation is finite. Since Mδ,ε is a martingale (see Section 5.1), it
follows from (24) and the definition of the mean variation that

VT
(
uδ,ε (Y)

)
= sup

∆t
E

 n∑
i=0

∣∣∣∣E [(
uδ,ε (Y0) + Mδ,ε

ti+1
+ Iδ,εti+1

)
−

(
uδ,ε (Y0) + Mδ,ε

ti + Iδ,εti

) ∣∣∣Fti

]∣∣∣∣
= sup

∆t
E

 n∑
i=0

∣∣∣∣E [
Iδ,εti+1
− Iδ,εti

∣∣∣Fti

]∣∣∣∣
≤ sup

∆t
E

 n∑
i=0

E
[∣∣∣Iδ,εti+1

− Iδ,εti

∣∣∣ ∣∣∣Fti

] .
The last inequality follows from Jensen’s inequality. The tower property for conditional expectations, (25),
Lemma 3.8, Jensen’s inequality and (26) imply that

VT (uδ,ε(Y)) ≤ sup
∆t

n∑
i=0

E
[∣∣∣Iδ,εti+1

− Iδ,εti

∣∣∣]
≤ sup

∆t

n∑
i=0

∣∣∣Cα,β

∣∣∣E [∫ ti+1

ti

∣∣∣σ(Xs) − σ̃(X̃s)
∣∣∣α ψδ,ε(Ys−)ds

]
=

∣∣∣Cα,β

∣∣∣E [
Jδ,εT

]
.

By using (27), Fubini’s theorem and (30), we have

VT (uδ,ε(Y)) ≤
Ĉαtεαγ−1

log δ
+

Ĉα

log δ

(
δ

ε

) ∫ t

0
E

[
|σ(Xs) − σ̃(Xs)|

α] ds

≤
ĈαTεαγ−1

log δ
+

ĈαKDα(T )
log δ

(
δ

ε

)
‖σ − σ̃‖α

Lα
(
R,µαx0

) (33)

< ∞.
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Thus uδ,ε(Y) is a quasi-martingale. Hence, using (23) and Lemma 4.4, we have that for each h > 0

hP
(

sup
0≤t≤T

|Yt |
α−1 > h

)
≤ hP

(
sup

0≤t≤T

(
εα−1 + uδ,ε (YT )

)
> h

)
≤ VT

(
εα−1 + uδ,ε (Y)

)
+ E

[∣∣∣εα−1 + uδ,ε (Yt)
∣∣∣] .

Here, by the definition of mean variation and (23), we have

VT

(
εα−1 + uδ,ε (Y)

)
= VT

(
uδ,ε (Y)

)
and E

[∣∣∣εα−1 + uδ,ε (YT )
∣∣∣] = E

[
εα−1 + uδ,ε (YT )

]
.

Therefore, using (33), (28), Fubini’s theorem and (30), we get

sup
h≥0

hP
(

sup
0≤t≤T

|Yt |
α−1 > h

)
≤ VT

(
uδ,ε (Y)

)
+ E

[
εα−1 + uδ,ε (YT )

]
≤ |x0 − x̃0|

α−1 + 2εα−1 +
2ĈαTεαγ−1

log δ
+

2ĈαKDα(T )
log δ

(
δ

ε

)
‖σ − σ̃‖α

Lα
(
R,µαx0

).
The remainder of the proof is carried out in the same way as shown in the proof of Theorem 3.1. �

Chapter 5

5 Appendices

In this Chapter, we prove some lemmas used in the proof of Theorem 3.1, 4.1 and we introduce some results
concomitant with these theorems.

5.1 Proof of the martingale property for Mδ,ε

In this subsection, we prove that Mδ,ε is a martingale. For this, we need to show that the function uδ,ε
introduced in Lemma 3.5 is Lipschitz continuous.
Lemma 5.1. The function uδ,ε is Lipschitz continuous.

Proof. From the mean value theorem, we know that a differentiable function is Lipschitz if and only if its
derivative is bounded. We show that u′δ,ε is bounded. Since the support of ψδ,ε is [εδ−1, ε] and using Jensen’s
inequality, we have ∣∣∣u′δ,ε(x)

∣∣∣ =

∣∣∣∣∣(α − 1)
∫
R

sgn(x − y)|x − y|α−2ψδ,ε(y)dy
∣∣∣∣∣

≤ (α − 1)
∫ ε

εδ−1
|x − y|α−2ψδ,ε(y)dy.

Here, when x > 2ε or 0 ≥ x, we observe that for any y ∈ [εδ−1, ε],

|x − y| ≥ |y| so that |x − y|α−2 ≤ |y|α−2.
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Hence we have that for any x > 2ε or 0 > x,∣∣∣u′δ,ε(x)
∣∣∣ ≤ (α − 1)

∫ ε

εδ−1
yα−2ψδ,ε(y)dy ≤ (α − 1)

(
δ

ε

)2−α ∫ ε

εδ−1
ψδ,ε(y)dy = (α − 1)

(
δ

ε

)2−α

.

The last equality follows from
∫ ε

εδ−1 ψδ,ε(y)dy = 1. When x ∈ (0, 2ε], then we have from ψδ,ε(x) ≤ 2/(x log δ),∣∣∣u′δ,ε(x)
∣∣∣ ≤ (α − 1)

∫ ε

εδ−1
|x − y|α−2 2

y log δ
dy

≤
2(α − 1)δ
ε log δ

∫ ε

εδ−1
|x − y|α−2dy

=
2δ

ε log δ

(
|x − ε|α−1 −

∣∣∣x − εδ−1
∣∣∣α−1

)
≤

2δ
ε2−α log δ

< ∞.

Thus u′δ,ε is bounded for each ε > 0 and δ > 1. This concludes the proof. �

Now, we will prove that Mδ,ε is a martingale. We set Mδ,ε,1
t and Mδ,ε,2

t for each t ∈ [0,T ] as

Mδ,ε,1
t =

∫ t

0

∫
|z|≥1
{uδ,ε

(
Ys− +

(
σ(Xs−) − σ̃(X̃s−)

)
z
)
− uδ,ε (Ys−)}Ñ(dz, ds),

Mδ,ε,2
t =

∫ t

0

∫
|z|<1
{uδ,ε

(
Ys− +

(
σ(Xs−) − σ̃(X̃s−)

)
z
)
− uδ,ε (Ys−)}Ñ(dz, ds).

Then, Mδ,ε
t = Mδ,ε,1

t + Mδ,ε,2
t . We need to prove that

(
Mδ,ε,1

t

)
0≤t≤T

and
(
Mδ,ε,2

t

)
0≤t≤T

are martingales. First, we

treat the term
(
Mδ,ε,2

t

)
0≤t≤T

. Since uδ,ε is Lipschitz continuous by Lemma 5.1, there exists a constant Uδ,ε

such that

E

[∫ t

0

∫
|z|<1

∣∣∣∣uδ,ε (Ys + (σ(Xs) − σ̃(X̃s))z
)
− uδ,ε (Ys−)

∣∣∣∣2 cα
|z|1+α

dzds
]

≤ U2
δ,εE

[∫ t

0

∫
|z|<1

∣∣∣(σ(Xs) − σ̃(X̃s))z
∣∣∣2 cα
|z|1+α

dzds
]
.

By using this fact and the boundedness of σ and σ̃, we have

E

[∫ t

0

∫
|z|<1

∣∣∣∣uδ,ε (Ys + (σ(Xs) − σ̃(X̃s))z
)
− uδ,ε (Ys−)

∣∣∣∣2 cα
|z|1+α

dzds
]
≤ U2

δ,ε(sup
x∈R
|σ(x)|2 + m2

2)
∫ t

0

∫
|z|<1
|z|2

cα
|z|1+α

dzds

≤ U2
δ,ε(sup

x∈R
|σ(x)|2 + m2

2)T
∫
|z|<1
|z|2

dz
|z|1+α

=
2
α

U2
δ,ε(sup

x∈R
|σ(x)|2 + m2

2)T

< ∞.
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Hence,
(
Mδ,ε,2

t

)
0≤t≤T

is a L2(Ω,P)-martingale (see [1], Theorem 4.2.3 and P.231). Similarly,
(
Mδ,ε,1

t

)
0≤t≤T

is
a L1(Ω,P)-martingale since

E

[∫ t

0

∫
|z|≥1

∣∣∣∣uδ,ε (Ys + (σ(Xs) − σ̃(X̃s))z
)
− uδ,ε (Ys−)

∣∣∣∣ cα
|z|1+α

dzds
]
≤ Uδ,ε(sup

x∈R
|σ(x)| + m2)T

∫
|z|≥1
|z|

dz
|z|1+α

= Uδ,ε(sup
x∈R
|σ(x)| + m2)T (α + 1)−1

< ∞.

Therefore Mδ,ε is a martingale since it is the sum of two martingales.

5.2 Hölder continuity of σα

In this subsection, we prove that σα satisfies the Hölder continuity property stated in Lemma 2.1.
Lemma 5.2. Fix η ∈ (0, 1] and ρ > 0. If σ satisfies ‖σ‖∞ < ∞ and |σ(x)−σ(y)| < ρ|x− y|η for any x, y ∈ R,
then the function σα is η(α − 1)-Hölder continuous.

Proof. By the triangle inequality and ‖σ‖∞ < ∞, we obtain

|σα(x) − σα(y)| =
∣∣∣σ(x)σα−1(x) − σ(x)σα−1(y) + σ(x)σα−1(y) − σ(y)σα−1(y)

∣∣∣
≤ |σ(x)|

∣∣∣σα−1(x) − σα−1(y)
∣∣∣ +

∣∣∣σα−1(y)
∣∣∣ |σ(x) − σ(y)|

≤ ‖σ‖∞
∣∣∣σα−1(x) − σα−1(y)

∣∣∣ + ‖σ‖α−1
∞ |σ(x) − σ(y)|

≤ ‖σ‖∞ |σ(x) − σ(y)|α−1 + ‖σ‖α−1
∞ |σ(x) − σ(y)| .

This last inequality follows as |aα−1 −bα−1| ≤ |a−b|α−1 for any a, b ≥ 0. Here, since |σ(x)−σ(y)| < ρ|x− y|η

and |σ(x)| < m2 for any x, y ∈ R, we have that any x , y

|σ(x) − σ(y)|
|x − y|η(α−1) =

(
|σ(x) − σ(y)|
|x − y|η

)α−1

|σ(x) − σ(y)|2−α

≤ ρα−1(|σ(x)| + |σ(y)|)2−α

≤ 2ρα−1‖σ‖2−α∞ .

Thus, σ is η-Hölder continuous and η(α − 1)-Hölder continuous. Hence, we get

|σα(x) − σα(y)| ≤ ‖σ‖∞ρα−1|x − y|η(α−1) + 2ρα−1‖σ‖2−α∞ |x − y|η(α−1)

≤ max
{
‖σ‖∞ρ

α−1, 2ρα−1‖σ‖2−α∞
}
|x − y|η(α−1).

We conclude the proof. �
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5.3 The limit of subsequences of solutions (X(n), σn)n∈N

In this subsection, we consider that the subsequential limit of the solution of SDE (3) is the solution of
SDE (2) which the coefficient is the subsequential limit of (σn)n∈N. Suppose that x0 = x(n)

0 and (σn)n∈N is a
Cauchy sequence in the norm ‖ · ‖

Lα(R,µαx0 ) and satisfies following conditions.

0 < inf
n∈N

inf
x∈R

σn(x) and sup
n∈N

sup
x∈R

σn(x) < ∞. (34)

Furthermore, there exist constants ρ̌ > 0 and γ ∈ [1/α, 1] such that for any x, y ∈ R and n ∈ N

sup
n∈N
|σn(x) − σn(y)| ≤ ρ̌|x − y|γ. (35)

We prove the following corollary by using Theorem 3.1, 4.1.
Corollary 5.3. Suppose that (σn)n∈N satisfies (34), (35) and (σn)n∈N is a Cauchy sequence in the norm
‖ · ‖

Lα(R,µαx0 ) . Then, there exists a subsequence (nk)k∈N such that the limit X∞ B lim
k→∞

X(nk) exists almost surely

and it is the unique solution of SDE (2) which has the coefficient limk→∞ σnk

Proof. First, we confirm existence of the subsequential limit of the solution of SDE (3). Since µαx0
is a

finite measure and µαx0
� Leb � µαx0

, there exists a subsequence (mk)k∈N such that the sequence (σmk )k∈N

converges pointwise to σ∞ B lim
k→∞

σmk Lebesgue almost everywhere (see [17] A13.2 (e)). Note that the

limit σ∞ is also γ-Hölder continuous Lebesgue almost everywhere (see (37)). Using Theorem 4.1, there
exists a subsequence (nk)k∈N of subsequence (mk)k∈N such that the following limit lim

k→∞
X(nk) exists almost

surely. Note that this subsequence (nk)k∈N does not depend on t ∈ [0,T ]. The limit X∞ is càdlàg since X(nk)

converges in supremum norm by Theorem 4.1 (see [1], P.140).
We confirm that the limit X∞ is the unique solution of SDE (2). We define V = (Vt)0≤t≤T as

Vt = x0 +

∫ t

0
σ∞(X∞s−)dZs.

We prove that
P
(
Vt = X∞t , for each t ∈ [0,T ]

)
= 1.

From Theorem 3.1 and the bounded convergence theorem, we have

E
[∣∣∣Vt − X∞t

∣∣∣α−1
]

= lim
k→∞
E

[∣∣∣Vt − X(nk)
t

∣∣∣α−1
]
.

In the same way as shown in the proof of Theorem 3.1, we have

E
[∣∣∣Vt − X(nk)

t

∣∣∣α−1
]
≤ 2εα−1 + M̂δ,ε,k

t + Ĵδ,ε,kt , (36)

where cα = π−1Γ(α + 1) sin
(
απ
2

)
, Cα appears in Lemma 3.8,

M̂δ,ε,k
t B

∫ t

0

∫
R\{0}

{
uδ,ε

(
Vs− − X(nk)

s− +
(
σ∞(X∞s ) − σnk (X

(nk)
s

)
z
)
− uδ,ε

(
Vs− − X(nk)

s−

)}
Ñ(dz, ds) and

Ĵδ,ε,kt B cα |Cα|

∫ t

0

∣∣∣σ∞(X∞s ) − σnk (X
(nk)
s )

∣∣∣α ψδ,ε(Vs − X(nk)
s )ds.
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By using the same arguments as in Subsection 5.1, it is shown that M̂δ,ε,k B
(
M̂δ,ε,k

t

)
0≤t≤T

is a martingale.
By the inequality |x + y|α ≤ 2α−1 (|x|α + |y|α) for any x, y ∈ R, we have

Ĵδ,ε,kt ≤ 2α−1 |Cα|

∫ t

0

{∣∣∣σ∞(X∞s ) − σ∞(X(nk)
s )

∣∣∣α +
∣∣∣σ∞(X(nk)

s ) − σnk (X
(nk)
s )

∣∣∣α}ψδ,ε(Vs − X(nk)
s )ds.

Here, since the sequence (σnk )k∈N converges pointwise to σ∞ Lebesgue almost everywhere, we have

|σ∞(x) − σ∞(y)| ≤
∣∣∣σ∞(x) − σnk (x)

∣∣∣ +
∣∣∣σnk (x) − σnk (y)

∣∣∣ +
∣∣∣σnk (y) − σ∞(y)

∣∣∣
≤

∣∣∣σ∞(x) − σnk (x)
∣∣∣ + ρ̌ |x − y|γ +

∣∣∣σnk (y) − σ∞(y)
∣∣∣

→ ρ̌ |x − y|γ as k → ∞ for almost all x, y. (37)

Hence, σ∞ is γ-Hölder continuous Lebesgue almost everywhere. Here, since σ∞ is a bounded function and
γ ≥ 1/α > (α − 1)/α, the function σ∞ is also ((α − 1)/α)-Hölder continuous. Thus, we have

Ĵδ,ε,kt ≤ 2α−1 |Cα|

∫ t

0

{
ρ̌
∣∣∣X∞s − X(nk)

s

∣∣∣α−1
+

∣∣∣σ∞(X(nk)
s ) − σnk (X

(nk)
s )

∣∣∣α}ψδ,ε(Vs − X(nk)
s )ds

≤
Ĉα

log δ

(
δ

ε

) ∫ t

0

{
ρ̌
∣∣∣X∞s − X(nk)

s

∣∣∣α−1
+

∣∣∣σ∞(X(nk)
s ) − σnk (X

(nk)
s )

∣∣∣α} ds. (38)

The last inequality follows from the explicit upper bound for ψδ,ε. By (36), (38) and Fubini’s theorem, we
have

sup
0≤t≤T

E
[∣∣∣Vt − X(nk)

t

∣∣∣α−1
]
≤ 2εα−1 +

Ĉα

log δ

(
δ

ε

) ∫ T

0

{
ρ̌E

[∣∣∣X∞s − X(nk)
s

∣∣∣α−1
]

+ E
[∣∣∣σ∞(X(nk)

s ) − σ(nk)(X(nk)
s )

∣∣∣α]} ds

≤ 2εα−1 +
Ĉα

log δ

(
δ

ε

) {
T ρ̌ sup

0≤s≤T
E

[∣∣∣X∞s − X(nk)
s

∣∣∣α−1
]

+

∫ T

0
E

[∣∣∣σ∞(X(nk)
s ) − σnk (X

(nk)
s )

∣∣∣α]} ds.

From Theorem 3.1 and the bounded convergence theorem, we obtain

sup
0≤s≤T

E
[∣∣∣X∞s − X(nk)

s

∣∣∣α−1
]
→ 0 as k → ∞.

By the assumption on σn, Lemma 5.2 and Lemma 2.1, X(n)
t has a transition density function for each

t ∈ (0,T ] and each n ∈ N. This density has an upper bound as stated in Lemma 2.2, so that we have by (30),∫ T

0
E

[∣∣∣σ∞(Xnk
s ) − σnk (X

nk
s )

∣∣∣α] ds→ 0 as k → ∞.

Hence, we have for any ε > 0,

lim
k→∞

sup
0≤t≤T

E
[∣∣∣Vt − X(nk)

t

∣∣∣α−1
]
≤ 2εα−1.

Therefore, we get

lim
k→∞

sup
0≤t≤T

E
[∣∣∣Vt − X(nk)

t

∣∣∣α−1
]

= 0.
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Thus, we have
P
(
Vt = X∞t

)
= 1 for each t ∈ [0,T ].

Here, since each sample path of V and X∞ is càdlàg, we have (see [15], Section I, Theorem 2)

P
(
Vt = X∞t , for each t ∈ [0,T ]

)
= 1.

This concludes the proof. �

5.4 A more precise estimate for Theorem 3.1 and 4.1

In this subsection, we give a more precise estimate for the result on Theorem 3.1 and 4.1 for γ ∈
(1/α, 1]. We recall (32), which states that for p > 0,

sup
0≤t≤T

E
[∣∣∣Xt − X̃t

∣∣∣α−1
]
≤ |x0 − x̃0|

α−1 +
1
3

C
(
2λp(αγ−1) + λ−p+α

)
.

We consider the function g(x) = 2λx(αγ−1) + λ−x+α. First, we find the critical points of g,

g′(x) = 2λx(αγ−1)(αγ − 1) log λ − λ−x+α log λ = 0

2λx(αγ−1)(αγ − 1) = λ−x+α

log(2(αγ − 1)) + x(αγ − 1) log λ = (−x + α) log λ

x =
1
γ
−

log (2(αγ − 1))
log λ

.

Second, since limx→±∞ g(x) = +∞ and there is only one critical point, the function g takes its minimum
value at x = 1

γ
−

log(2(αγ−1))
log λ .

Therefore, we get the inequality

sup
0≤t≤T

E
[∣∣∣Xt − X̃t

∣∣∣α−1
]
≤ |x0 − x̃0|

α−1 +
1
3

C
(
2λ

αγ−1
γ −

(αγ−1) log(2(αγ−1))
log λ + λ

αγ−1
γ +

log(2(αγ−1))
log λ

)
< |x0 − x̃0|

α−1 + Cg
(

1
γ

)
= |x0 − x̃0|

α−1 + Cλ
αγ−1
γ .

In the same way, we have for any h > 0,

hP
(

sup
0≤t≤T

∣∣∣Xt − X̃t

∣∣∣α−1
> h

)
≤ |x0 − x̃0|

α−1 +
1
3

C
(
2λ

αγ−1
γ −

(αγ−1) log(2(αγ−1))
log λ + λ

αγ−1
γ +

log(2(αγ−1))
log λ

)
< |x0 − x̃0|

α−1 + Cλ
αβ

2(1+β)−α .
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