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## ABSTRACT

In recent years, medical imaging, including computed tomography (CT), magnetic resonance imaging (MRI), and ultrasound imaging, has made remarkable progress. It is possible to use high-resolution 3D medical images for diagnosis. Computer-aided diagnosis (CAD) has become one of the major research subjects in the field of medical image analysis. The basic idea of CAD is to extract useful features (such as shape and texture) from medical images and then use machine learning methods to generate an independent diagnosis. One of the key issues in CAD is how to extract (represent) the shape and texture features for machine learning. In conventional CAD, principal component analysis (PCA) is usually used to represent the features using statistical shape and appearance models. However, PCA is a global analysis method, and it does not always determine local changes. Furthermore, PCA requires that the 3D image be first unfolded into a 1D vector prior to analysis. The spatial structure will be lost, and this increases the computational cost. In this study, I propose a novel method for the statistical analysis of shape and texture in computer-aided diagnosis. The main contributions of this thesis are as follows:

1. An efficient method for the statistical analysis of texture, called linear tensor coding, is proposed; it is based on multilinear algebra for 3D medical volumes. In our previous work, in order to compactly represent medical volumes, we proposed a generalized N-dimensional principal component analysis (GND-PCA), which was based on multilinear algebra and directly modeled multidimensional medical
volumes (tensors). It enabled the statistical texture model to construct medical volumes based only on a few samples, and its performance for medical volume representation was much better than that of conventional PCA. However, the extracted GND-PCA models were highly correlated, and thus it was redundant to use the core tensor as a feature to represent the medical volume. In addition, it is difficult to choose the basis for discriminating between classifications when applying this to CAD. To solve these problems, a linear tensor coding (LTC) algorithm was proposed for direct modeling of 3D medical volumes. Compared to GND-PCA, LTC is able to achieve a more compact and meaningful tensor basis. With LTC, medical volumes can be represented by a linear combination of basis tensors that are mutually independent and feasible for specific classification applications. The proposed method was evaluated using a liver database and considering two aspects: medical image reconstruction and diagnosis. Compared to GND-PCA, when using the same basis, LTC obtains better results, and when choosing a distinctive basis, LTC obtains a much better diagnosis.
2. A robust point-based registration method is proposed. This method preprocesses with the local analysis of shape in order to remove any local deformations or noise. Generalized Procrustes analysis (GPA) is a fairly straightforward approach to point-based registration. The algorithm's low complexity allows for easy implementation. However, the final registration performance is affected by noise or local deformation. However, it is well known that within a given category, the shape information shares a similar global structure; thus, the ensemble should be of low rank. However, noise or local deformations may lead to changes in only a small region, which may be relatively sparse compared with the total shape information. Therefore, in this study, I first applied sparse and low-rank matrix decomposition (SLRMD) to separate the input shape information $\mathbf{D}$ into the noise or local deformation part (sparse matrix $\mathbf{E}$ ) and the global structure (low-rank matrix A). Then the low-rank matrix A (without noise or local deformation) was issued for GPA-based registration. The registration
performance of the proposed strategy was evaluated using liver volumes. Experimental results showed that the proposed strategy could achieve promising registration performances, compared with the conventional GPA method.
3. Finally, an accurate CAD for cirrhotic livers was developed based on the local analysis of shape. Our method is based on SLRMD, since the matrix of the liver shapes can be decomposed into two parts: a low-rank matrix, which can be considered similar to that of a normal liver, and a sparse error term, which represents the local deformation. We also propose to use the norm of the sparse error term as a simple measure for classification into normal or abnormal. Compared with the previous global morphological analysis strategy based on the statistical shape model (SSM), our proposed method improves the accuracy of both normal and abnormal classifications. Note that the conventional SLRMD is a batch method. If additional data are obtained, the calculation must be repeated using all of the data. This is time-consuming because of the large dimensionality of the matrices. Thus, I also propose an incremental SLRMD based on incremental singular value decomposition (ISVD) for on-line medical image diagnosis. The objective of the incremental SLRMD is to recover the results that were calculated by conventional SLRMD (with an alternating greedy algorithm for L0-norm regularization). Note that the computation time of the incremental SLRMD is less than that of the conventional SLRMD. The methods of diagnosis based on SLRMD and incremental SLRMD were evaluated using a cirrhosis database with 30 each of normal and abnormal data points. The diagnosis results were better than those of the state-of-the-art SSM-based methods, and the incremental SLRMD achieved the objective.
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## Chapter 1

## Introduction

In recent years, medical imaging, including computed tomography (CT), magnetic resonance imaging (MRI), and ultrasound imaging, has made remarkable progress. It is possible to use high-resolution 3D medical images for diagnosis. Computer-aided diagnosis (CAD) [1-4] has become one of the major research subjects in the field of medical image analysis. The basic idea of CAD is to first extract useful features (shape and texture) from medical images, and then use machine learning methods to generate an independent opinion that can be used to assist in making the final diagnosis. Efficiently and compactly representing the shape and texture features, which is also key to the performance of the CAD system, is a great challenge due to the multiple dimensions of medical images. CAD can be generalized as consisting of the several procedures that are shown in Figure 1.1: image input (different image types), image segmentation, image registration, feature extraction and representation, and classification/diagnosis. In the following subsections, I will briefly introduce each of these procedures.

### 1.1 General Computer-Aided Diagnosis System

### 1.1.1 Medical Image

In modern medicine, medical imaging has undergone major advancements, and it now has many useful clinical applications. Over the years, different sorts of medical imaging have been developed, each with their own advantages and disadvantages.


Figure 1.1: The flowchart of CAD system.

Radiography (X-ray imaging) was accidentally discovered by Roentgen in 1895 and was the first kind of medical imaging technique. Solid tissues, such as bone, can be shown easily in a radiograph, because X-rays can pass more easily through materials with low density than through those with high density. Radiographs only produce two-dimensional (2D) images, and thus they cannot give the detailed 3D anatomical structure of a human body. Each point contains the information integrated along the path of an X-ray, so radiographs show the characteristics of transparency.

Computer tomography (CT) is another kind of medical imaging technique, and it uses X-rays to produce tomographic images (virtual "slices ") of specific areas of the scanned object. Digital geometry processing is used to generate a 3D image of the inside of an object from a large series of 2 D radiographic images taken around a single axis of rotation. CT reflects the anatomy of the human body. Like radiography, in CT, the bones produce high intensities, and the soft tissues produce low intensities. In this thesis, I mainly used CT images stored in the digital imaging and communications in medicine (DICOM) image format. This file format was created as a way to distribute and view medical images using a standardized file format.

Magnetic resonance imaging (MRI), or nuclear magnetic resonance (NMR) imaging [5], is another
primary diagnostic tool for generating structural images of the human body. NMR is the fundamental theoretical basis of MRI; it is a physical phenomenon of the nucleus of an atom. MRI is similar to CT in that it is a method for collecting 2D images (slices) in order to generate a 3D view; that is, MRI can be regarded as a tomographic imaging technique. Although CT and MRI are sensitive to different properties in tissues, MRI can provide high-quality images with excellent contrast detail of soft tissue and anatomic structures such as the gray and white matter in the brain. The most common kinds are T1-weighted, T2-weighted, and proton density"Cweighted (PD-weighted) MRIs. As an area of future work, I will investigate the processing of MRI images.

Positron emission tomography (PET) employs the main features of the tracer techniques that were developed to study the underlying mechanisms of physiological and biochemical processes in living organisms [6]. In these methods, radioactively labeled substances are injected intravenously and can be traced through the body using external detectors. In the case of PET, the tracer is labeled with an isotope that emits a positron. Such isotopes are available for a number of biologically relevant atoms, namely oxygen, carbon, nitrogen, and fluorine. Labeling with a radioactive nuclide allows the synthesis of specific tracers, which are used to determine, for example, cerebral blood flow or glucose consumption in the human brain. Hence, PET is representative of a functional image modality, and the primary issue in the development of PET was to quantify the 3D distribution of the radioactive tracer with subsequent interpretation in the framework of a physiological model. PET images are of lower quality than CT and MR images.

There are also many other kinds of medical image types, such as ultrasound imaging [7], single photon emission computed tomography (SPECT) [8], and so on. In here, I will not introduce them anymore.

### 1.1.2 Preprocessing

### 1.1.2.1 Medical Image Segmentation

In image segmentation, an image is divided into its constituent parts or objects, such as a set of pixels that are similar according to some homogeneity criteria such as color, intensity, or texture [9]. Many researchers have reviewed segmentation methods and classified them in different ways [10][11]. To summarize this, the most common methods of medical image segmentation include graph cuts, region growing, clustering, and geometric active contours. In the first three of these, the segmentation is based on intensity; in the last one, it is based on shape.

Graph cuts [12] is an interactive segmentation technique and has been applied to organ segmentation from medical CT volumes [13]. The basic idea is to use graph cuts to separate the object of interest from the background. Here, the segmentation problem is formulated on a discrete graph. The graph $\mathbf{G}=\{\mathbf{V}, \mathbf{E}\}$ is composed of vertices $V$ that represent the image pixels, as well as edges E that connect the vertices. There are two special vertices: an "object terminal" (source) and a "background terminal" (sink). The source is connected by edges to all of the vertices identified as object seeds, and the sink is connected to all of the background seeds.

In the region-growing [14][15] approach to segmentation, neighboring pixels are examined and if no edges are detected, they are added to the current region class. The simplest illustration of this approach is pixel aggregation, which starts with a set of seed points and grows regions from these seeds. This approach is repeated for each boundary pixel in the region. If adjacent regions are found, a region-merging algorithm is implemented to dissolve weak edges; strong edges are left intact.

Clustering (unsupervised methods) can be defined as the process of organizing objects into groups whose members are similar in some ways. Clustering involves a search within a given image for frequently occurring pixel values that are separated by areas of pixel values that occur less frequently.

These pixel clusters form natural classes that show up as peaks in the histogram. These peaks are then separated by minima. There are three commonly used clustering algorithms: the k-means algorithm [16], the fuzzy c-means algorithm [17], and the expectation-maximization algorithm [18].

The geometric active contours approach employs ideas from Euclidean curve shortening, which defines the gradient in which the Euclidean perimeter is shrinking the most quickly. New active contour models may be derived by multiplying the Euclidean arc length by a conformal factor tailored to the features that one wants to capture, and then writing down the resulting gradient evolution equations. The latter becomes a curve-shortening equation with respect to the new conformally Euclidean metric. These models may be implemented using level sets. They have been called geodesic snakes [19] and conformal active contours [20]. Statistical models combining both local and global features have been formulated by Lankton et al. [21].

### 1.1.2.2 Medical Image Registration

Medical image registration is a process for finding a spatial transformation that aligns the corresponding features in two medical images. Consider a scenario in which a patient is imaged with MRI and CT over the course of a few hours as a workup for neurosurgery. The registration process will establish which point on one image corresponds to a particular point on the other. By "correspond," we mean that these points represent a measurement localized to the same small element of tissue. The computational process of registration creates an appropriate transformation between the coordinate systems of the two medical images.

There are different ways to classify medical image registration methods. In this thesis, they will be divided into rigid or nonrigid registrations, based on the underlying transformation that is adopted; that is, if a rigid transformation is used, it will be called a rigid registration; otherwise it will be called a nonrigid registration. In the 2D case, a rigid transformation has only three parameters: one rotation
angle and two translation vectors; a 3D rigid registration has six parameters: a rotation angle and a translation vector for each of the three axes. Rigid registration is used when the subject can be seen as a rigid object, e.g., the brain of a given patient. A nonrigid transformation has more degrees of freedom. An affine transformation results in a simple nonrigid registration. In the 3D case, it has twelve parameters to describe the transformation, rotation, scaling, and shearing on each pixel. Other more-complex nonrigid transformations include, for example, the thin-plate spline transformation [22], the B-spline transformation [23], the elastic transformation [24], and the fluid transformation [25]. Nonrigid registration is used when the subjects of the medical images have deformations, for example, when imaging abdominal organs or anatomic changes due to long-term processes.

Medical image registration can be formalized as an optimization problem of finding the parameters of a spatial transformation on two medical images that maximizes or minimizes a certain cost function. There are different ways to calculate the cost function, and so medical image registration methods can be divided into three categories: point-based, surface-based, and voxel-similarity-based registration [26].

## Point-Based Registration Method

We denote a spatial transformation as $\mathbf{T}(\mathbf{x} \mid \mathbf{u})$, where is the coordinate of a point and $\mathbf{u}$ is the parameter of the transformation. A point-based method determines the parameters of the transformation from two sets of points, $\mathbf{X}=\left\{\mathbf{x}_{1}, \mathbf{x}_{2}, \ldots, \mathbf{x}_{N}\right\}$ and $\mathbf{Y}=\left\{\mathbf{y}_{1}, \mathbf{y}_{2}, \ldots, \mathbf{y}_{N}\right\} ;$ prior to registration, the corresponding points may be determined manually or automatically. These corresponding points can be classified into two categories. The first is called homologous landmarks to emphasize that they should both represent the same feature; these can be anatomical features or marks attached to the patients. The second uses the boundaries or surfaces of tissues or organs, which are usually more distinct than landmarks in medical images, since different types of tissues usually have contrasting
intensities in various imaging modalities. The parameter u can be calculated by resolving the Procrustes problem, which is an optimal least-squares fitting problem that minimizes the cost function of $G(\mathbf{u})=\sum_{i=1}^{N}\left\|\mathbf{T}\left(\mathbf{x}_{i} \mid \mathbf{u}\right)-\mathbf{y}_{i}\right\|$. A matrix representation of the rotational part can be computed using the singular value decomposition (SVD) [27]. This approach is used not only for medical image registration [28], but also for construction of statistical shape models [27]. Another surface-based registration method is the iterative closest point (ICP) algorithm. It was proposed by Cuchet et al. [29], and it was not initially designed for medical imaging applications. ICP is an iterative method for determining the transformation between two sets of points. In each iteration, the transformation calculated in the previous iteration is used to determine the closest corresponding point, and then the transformation is refined by resolving the Procrustes problem. The process terminates when the change in the mean square error between the two point sets in two consecutive steps is below a predetermined threshold. It is probable that ICP is the most widely used surface-based registration method for medical imaging applications [30][31].

## Voxel-Similarity Based Registration Methods

Voxel-similarity-based registration methods determine the appropriate transformation by directly considering the relations between the voxels (pixels) in the medical image; thus, no preprocessing is required. Since these methods allow the registration to be performed automatically, they have been popular in recent years.

Voxel-similarity-based registration methods can be viewed as an iterated optimization framework; this is shown in Figure 1.2. The image that is not changed during the registration process is called the "fixed image"; the other is called the "moving image." In each iteration, the transformation with the current parameters is applied to the moving image. Then, following interpolation, a cost function is used to evaluate the voxel similarity of the fixed image and the transformed moving image, and to
determine whether the two images are registered under the current transformation. If the images are not registered, an optimization method is used to adjust the parameters and iteration continues.


Figure 1.2: Optimization framework for voxel-similarity based registration.

### 1.1.3 Feature Extraction and Representation

Feature extraction and representation is a crucial step in the analysis of medical images. It is still a challenge to determine how to extract robust and compact features that reflect the intrinsic content of the images as completely as possible. These features can be divided into two categories: texture and shape.

Texture is a very useful characterization. It is generally believed that human visual systems greatly rely on textural information for recognition and interpretation. A large number of techniques have been proposed to extract texture features. Based on the domains from which they are extracted, feature extraction methods can be broadly classified as either spatial texture or spectral texture methods. In spatial texture methods, features are extracted by computing the pixel statistics or by finding the local pixel structures in the original image domain, whereas in spectral texture methods, the image is first transformed into the frequency domain, prior to calculating the features. Local binary patterns (LBP) $[32][33]$ and the gray-level co-occurrence matrix (GLCM) [34][35] can be used for the extraction of spatial texture features from any shape without loss of information; they are, however, sensitive
to noise and distortions. Wavelets [36] and the Gabor filter [37] have been widely used to extract texture features, and these characterize the central frequency and orientation parameters of the image and then sample its entire frequency domain. In the analysis of medical images, including in this thesis, "texture" is used to refer to the intensity of the image. In this way, the medical image will not be processed by any algorithms. Most of the above methods have the same problem: the features have high dimensionality and contain much redundant information. Thus, it is important to find an efficient way to represent the features. Principal component analysis (PCA) is one of the most popular methods for representing features [38][39], and a detailed introduction to PCA will be given in Chapter 2.

Shape is known to be an important cue by which human beings identify and recognize objects. Thus, a set of surface points are often used for shape representation in medical image analysis. With a greater number of surface points, more details will be preserved, but the dimensionality of the feature will increase. Thus, the method used to represent the shape is important. The spherical harmonic (SPHARM) description is a powerful surface-modeling technique that can model arbitrarily shaped but simply connected 3D objects; it has been used in many applications of medical imaging [40][41]. Alternatively, the shape can be represented by a statistical shape model (SSM) [42], which is based on PCA. The SSM is statistically learned from a population of objects or organs, and it is an object(or organ-) specified shape model. The shape is constrained in its eigen-subspace. Some studies have considered the construction of SSMs of anatomical organs, such as the brain [43] or heart [44]. In our previous work, we constructed an SSM of the liver and showed that the coefficients of the model could be used to classify livers as cirrhotic or normal [45].

### 1.1.4 Machine learning based diagnosis

Machine learning-based diagnoses can be considered to be a classification problem. A medical image can be classified as normal or abnormal based on its texture and shape features. In this thesis, I use three methods to classify the image: nearest-neighbor classification, support vector machines (SVM), and the adaptive boosting algorithm known as AdaBoost. These classification methods are introduced below.

Nearest-neighbor classification is a very simple method that is based on the nearest-neighbor approach [46]. This method searches the N-dimensional feature space for the object in the training set that is closest to the object being classified. Since the neighbor is nearby, it is likely to be similar to the object being classified, and so it is likely to be in the same class. Nearest-neighbor methods have the advantage of being easy to implement. They can also give quite good results if the features are chosen carefully. However, they also have some serious disadvantages. For example, they do not simplify the distribution of objects in the parameter space to a comprehensible set of parameters. Instead, the training set is retained in its entirety as a description of the object. The method is also rather slow if the training set has many examples.

An SVM [47] is a binary classifier that distinguishes between two classes of instances by finding the maximum separating hyperplane between them. For this reason, SVMs tend to generalize better than do nearest-neighbor methods. However, in their simple form as linear classifiers, SVMs can only discriminate between two classes. In order to allow for the classification of more than two classes, one of the following methods can be employed. It is possible to create a nonlinear SVM by increasing the dimensionality of the feature space and by using the so-called "kernel-trick." It is thus possible to find a separating hyperplane in a higher-dimensional space, even if such a hyperplane would not exist in a lower-dimensional space. Figure 1.3 illustrates a SVM based on two classes. The samples on the


Figure 1.3: Maximum-margin hyperplane and margins for an SVM trained with samples from two classes. Samples on the margin are called the support vectors [53].
margin are called the "support vectors" [48].
The AdaBoost classifier, initially proposed by Freund et al. [49], is an ensemble classifier composed of many weak classifiers (such as linear classifiers), each of which discriminates only according to one dimension of the input vector. The result of the ensemble classifier can be expressed as:

$$
\begin{equation*}
F(\mathbf{x})=\operatorname{sign}\left\{\sum_{i=1}^{T} \alpha_{i} h_{i}(\mathbf{x})\right\} \tag{1.1}
\end{equation*}
$$

where $\mathbf{x}$ represents input vector; $h_{t}(\mathbf{x}), t=1, \ldots, T$ means that the number of classifiers is $T$; $\alpha_{t}, t=1, \ldots, T$ refers to weight of each weak classifier. Figure 1.4 shows Adaboost algorithm.

### 1.2 Scope and Contributions of the dissertation

In recent years, medical imaging, including CT, MRI, and ultrasound imaging, has made remarkable progress. It is now possible to use high-resolution 3D medical images for making diagnoses. CAD has become a major research area in the field of medical image analysis. The basic idea of CAD is to extract useful features (shape and texture features) from medical images and then use machine learning

Given: $\left(\mathbf{x}_{1}, y_{1}\right) \ldots\left(\mathbf{x}_{m}, y_{m}\right)$ where $\mathbf{x}_{i} \in \mathbf{X}, y_{i} \in\{-1,1\}$
Initial Distribution: $D_{1}(i)=1 / m$
For $t=1 \ldots T$

- Train the weak learner using distribution $D_{t}$
- Get weak hypothesis $h_{t}: \mathbf{X} \rightarrow\{-1,1\}$ with error

$$
\varepsilon_{t}=\operatorname{Pr}_{i \sim D_{t}}\left[h_{t}\left(\mathbf{x}_{i}\right) \neq y_{i}\right]
$$

- Update:

$$
D_{t+1}(i)=\frac{D_{t}(i) \exp \left(-\alpha_{t} y_{i} h_{t}\left(\mathbf{x}_{i}\right)\right)}{Z_{t}}
$$

Where $Z_{t}$ is a normalization factor.

## Output the final hypothesis:

$$
F(\mathbf{x})=\operatorname{sign}\left\{\sum_{i=1}^{T} \alpha_{i} h_{i}(\mathbf{x})\right\}
$$

Figure 1.4: Illustration of Adaboost Algorithm.
methods to assist in the diagnosis. One of the key issues in CAD is how to extract or represent the shape and texture features for use in machine learning. In conventional $\mathrm{CAD}, \mathrm{PCA}$ is usually used to obtain the shape and texture features; these are also known as statistical shape models and statistical appearance models. However, PCA is a global analysis method, and it is difficult to determine local changes. Furthermore, PCA requires that the 3D image should first be unfolded into a 1D vector. The spatial structure will thus be lost; it also suffers from high computational costs. In this study, I propose a novel statistical method for the analysis of shape and texture to be used for computer-aided diagnosis. My contributions are indicated in Figure 1.5, as follows: the green items represent my contributions, the blue items are those results previously established by others, and the purple items are those methods that I used for the corresponding applications.

To summarize, first, I propose a novel statistical method, linear tensor coding (LTC), which is based


Figure 1.5: The contributions of the thesis.
on multilinear algebra and can be used for the analysis of 3D medical images; it can be considered to be an extension of conventional PCA. In the proposed method, the 3D image is treated as a third order tensor; this is done directly and without unfolding. As an improvement over the previously proposed generalized N-dimensional PCA (GND-PCA), the proposed method represents a 3D image by a linear combination of tensor-formed bases. Thus, it is possible to select the specific bases that are associated with a disease. In my experiments, I compare the LTC and GND-PCA using both reconstructed results and classification results. The LTC performed better at both reconstruction and classification than did the GND-PCA.

Second, a robust shape-based registration method is proposed. Sparse and low-rank matrix decomposition (SLRMD) was applied to separate the input shape information $\mathbf{D}$ into the noise or local deformation part (sparse matrix $\mathbf{E}$ ) and the global similar structure (low-rank matrix A). The lowrank matrix A can be used to calculate an improved rotation matrix, which is more accurate due to a
reduction in the noise and local deformations. The improved rotation matrix is then used to improve the registration process.

Third, I proposed a quantitative method for analyzing local shape changes in order to obtain accurate and practical computer-aided diagnosis of cirrhosis. This method was also based on sparse and low-rank matrix decomposition. In this work, the matrix of the liver shapes was decomposed into two parts: a low-rank matrix, which can be considered similar to that of a normal liver, and a sparse error term that represents the local deformation. I used the norm of the sparse error term as a simple measure for classification as normal or abnormal. The experimental results of the proposed method were better than those of the state-of-the-art SSM-based methods.

Finally, I propose an incremental sparse and low-rank matrix decomposition method based on incremental SVD. This method can solve the problem of needing to recalculate in a batch method. The proposed method was derived from the alternating greedy algorithm for L0-norm regularization. The computation time using the proposed method is less than that with the batch method. As an area of future work, I will investigate the parameters used in this algorithm.

### 1.3 Dissertation Overview

In Chapter 2, I present a review of PCA, which contains the basic theoretical underpinnings of the proposed advanced statistical analysis strategies, and most of the approaches presented here are derived from PCA. Conventional PCA-based statistical analysis of shape and texture will also be discussed. In Chapters 3 and 4, respectively, I will introduce my work on the local statistical analysis of shape and the multilinear statistical analysis of texture.

Multilinear statistical analysis of texture based on LTC is proposed in Chapter 3. Some basic concepts of tensors (multilinear algebra) are introduced, and I briefly review the GND-PCA algorithm,
in which the extracted core information (tensor) is highly redundant and of high dimensionality. I then introduce the proposed LTC in detail; note that it can be considered to be an extension of GND-PCA. Finally, I present experimental results from GND-PCA and LTC.

In Chapter 4, I concentrate on the local statistical analysis of shape based on SLRMD, which is able to identify and separate the local shape deformations. After introducing the theory of SLRMD, I described an optimization method for solving SLRMD. In the next section, I present three applications of SLRMD: (a) a robust shape-based registration method that uses the local shape analysis as a preprocessing screen to remove local deformations and noise; (b) an accurate CAD for cirrhotic livers, which is based on the local shape analysis instead of PCA; and (c) an incremental SLRMD that can be used for on-line medical image diagnosis.

Finally in Chapter 5, I present my conclusions and discuss future avenues of research.
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## Chapter 2

## Conventional Principle Component Analysis Based Statistical Analysis of Shape and Texture

### 2.1 Principle Component Analysis (PCA)

As I described in Chapter 1, Principal component analysis (PCA), abbreviated PCA which is also known as the singular value decomposition [1] , is usually used for representation and dimension reduction of texture and shape features. PCA is useful for solving problems such as object recognition $[2][3]$, tracking [4]][5], and detection $[6][7]$.

It is generally accepted that PCA was first described by Karl Pearson in 1901 [8].PCA can be defined as the linear projection that minimizes the average projection cost, defined as the mean squared distance between the data points and their projections. Equivalently it can also be defined as the orthogonal projection of the data onto a lower dimensional linear space, known as the principal subspace, such that the variance of the projected data is maximized [9]. Figure 2.1 shows an illustration of PCA. The yellow ones represent the samples, and the horizontal and vertical directions are the original ones. The purpose of PCA is to find the principle component $1(\mathrm{PC} 1)$ and principle component 2(PC2).In the next, I will briefly review PCA method.

Consider a data set of observations $\mathbf{x}_{n}$ where $n=1, \ldots, N$, and $\mathbf{x}_{n}$ is a Euclidean variable with


Figure 2.1: The illustration of PCA
dimensionality $P$. The goal is to project the data onto a space having dimensionality $M<P$ while maximizing the variance of the projected data. The objective function of PCA can be written as:

$$
\begin{equation*}
\min _{\mathbf{U}}\|\mathbf{D}-\mathbf{U B}\|_{2}, \text { s.t. } \operatorname{rank}(\mathbf{U})<l \tag{2.1}
\end{equation*}
$$

$\mathbf{U}$ is the eigenspace, $\mathbf{B}$ is the coefficient matrix, and $\mathbf{E}$ represents the error part and $l$ is the number of principal components, it is less than or equal to the number of original variables.

To begin with, consider the projection onto a one-dimensional space ( $M=1$ ). Define the direction of this space using a $D$-dimensional vector $\mathbf{u}_{1}$, which for convenience (and without loss of generality) commonly choose a unit vector so that $\mathbf{u}_{1}^{\mathrm{T}} \mathbf{u}_{1}=1$. Each data point $\mathbf{x}_{n}$ is then projected onto a scalar value $\mathbf{u}_{1}^{\mathrm{T}} \mathbf{x}_{n}$. The mean of the projected data is $\mathbf{u}_{1}^{\mathrm{T}} \overline{\mathbf{x}}$ where $\overline{\mathbf{x}}$ is the sample set mean given by:

$$
\begin{equation*}
\overline{\mathbf{x}}=\frac{1}{N} \sum_{n=1}^{N} \mathbf{x}_{n} \tag{2.2}
\end{equation*}
$$

and the variance of the projected data is given by:

$$
\begin{equation*}
\frac{1}{N} \sum_{n=1}^{N}\left\{\mathbf{u}_{1}^{\mathrm{T}} \mathbf{x}_{n}-\mathbf{u}_{1}^{\mathrm{T}} \overline{\mathbf{x}}\right\}^{2}=\mathbf{u}_{1}^{\mathrm{T}} \mathbf{S} \mathbf{u}_{1} \tag{2.3}
\end{equation*}
$$

where $\mathbf{S}$ is the data covariance matrix defined by:

$$
\begin{equation*}
\mathbf{S}=\frac{1}{N} \sum_{n=1}^{N}\left(\mathbf{x}_{n}-\overline{\mathbf{x}}\right)\left(\mathbf{x}_{n}-\overline{\mathbf{x}}\right)^{\mathrm{T}} \tag{2.4}
\end{equation*}
$$

Now maximize the projected variance $\mathbf{u}_{1}^{\mathrm{T}} \mathbf{S} \mathbf{u}_{1}$ with respect to $\mathbf{u}_{1}$. The appropriate constraint comes from the normalization condition $\mathbf{u}_{1}^{\mathrm{T}} \mathbf{u}_{1}=1$. To enforce this constraint, Lagrange multiplier $\lambda_{1}$ is applied and then make an unconstrained maximization of:

$$
\begin{equation*}
\mathbf{u}_{1}^{\mathrm{T}} \mathbf{S} \mathbf{u}_{1}+\lambda_{1}\left(1-\mathbf{u}_{1}^{\mathrm{T}} \mathbf{u}_{1}\right) \tag{2.5}
\end{equation*}
$$

By setting the derivative with respect to $\mathbf{u}_{1}$ equal to zero, this quantity will have a stationary point when

$$
\begin{equation*}
\mathbf{S} \mathbf{u}_{1}=\lambda_{1} \mathbf{u}_{1} \tag{2.6}
\end{equation*}
$$

which says that $\mathbf{u}_{1}$ must be an eigenvector of $\mathbf{S}$. So the variance will be a maximum when setting $\mathbf{u}_{1}$ equal to the eigenvector having the largest eigenvalue $\lambda_{1}$. This eigenvector is known as the first principal component.

It can define additional principal components in an incremental fashion by choosing each new direction to be that which maximizes the projected variance among at all possible directions orthogonal to those already considered. If in the general case of an $M$-dimensional projection space, the optimal linear projection for which the variance of the projected data is maximized is now defined by the M eigenvectors $\mathbf{u}_{1} \cdots \mathbf{u}_{M}$ of the data covariance matrix $\mathbf{S}$ corresponding to the $M$ largest eigenvalues $\lambda_{1} \ldots \lambda_{M}$.

### 2.2 Statistical Analysis of Shape

The statistical shape model (SSM) is one of the most important applications of principle component analysis (PCA). In 1991, Cootes and Cooper [20] proposed a parametric statistical shape model that
was based on PCA. Following this, Cootes et al. proposed a point distribution model [21] that is generated from examples of shapes, where each shape is represented by a set of labeled points $\mathbf{x}=\left(x_{1}, x_{2}, \ldots, x_{N}, y_{1}, y_{2}, \ldots, y_{N}, z_{1}, z_{2}, \ldots, z_{N}\right) ;$ here N represents the number of surface points. One of the most well-known methods for surface point extraction is the marching cube [22]; see Figure 2.2 for an example of the marching cube method.


Figure 2.2: Marching cube method: (a) volume data and (b) triangulated mesh surface data.

The resulting shape model can then be used to generate a new shape, as follows:

$$
\begin{equation*}
\mathbf{x}=\overline{\mathrm{x}}+\mathbf{U b} \tag{2.7}
\end{equation*}
$$

where $\overline{\mathbf{x}}$ represents the mean shape, $\mathbf{U}$ is the matrix of eigenspace vectors, and $\mathbf{b}$ contains the shape parameters. Figure 2.3 shows a schematic diagram of the SSM. Here, $L$ is the number of samples, $N$ is the number of surface points, and $\mathbf{x}_{i}^{j}$ is the column vector that represents the coordinate for the $j^{\text {th }}$ surface point of the $i^{\text {th }}$ sample. The shape can be changed by modifying the parameters $\mathbf{b}$, as shown in Figure 2.4; the standard deviation (SD) is also indicated.

The shape can be changed by modifying the parameters b, as shown in Figure 2.3; the standard deviation (SD) is also indicated.


Figure 2.3: The schematic diagram of SSM.


Figure 2.4: The shape variations with changing the parameters [23].

### 2.3 Statistical Analysis of Texture

For detection of images or various local objectives, shape information is not sufficient. The authors in reference[24] proposed the active shape model (ASM), which uses SSM to locate a human face. Since


Figure 2.5: The schematic diagram of statistical texture model.
the ASM suffers from a lack of the information about intensity values, the active appearance model (AAM) was proposed [25]. Here, "appearance" means the intensity or texture of an image. In recent years, the model-based methods have been widely used in 3D medical imaging applications [26][27]. Statistical shape analysis and statistical texture analysis differ primarily in the elements contained in the input vector $\mathbf{x}$. For statistical shape analysis, the elements of the input vector are the coordinates of the surface points, as mentioned above. For statistical texture analysis, the volume image (3D) must first be unfolded into a 1D vector, which is then used as $\mathbf{x}$. Figure 2.5 shows a schematic diagram of the statistical texture model. Here, $i_{p}^{q}$ represents the $q^{\text {th }}$ point of the $p^{\text {th }}$ sample, and $M$ is the number of pixels (voxels). When the parameters $\mathbf{b}$ are modified, the texture is changed. However, due to the unfolding of the volume image (3D) into a 1D vector, the dimensionality of the data is high, and the spatial structure will be lost.
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## Chapter 3

## Statistical Analysis of Texture based on Linear Tensor Coding

### 3.1 Introduction

In the recent years, the research of digital atlases is a popular and important topic in the medical volume processing [1][2]. Many problems in medical volumes interpretation involve the need of a modeling to understand the volumes with which it is presented, thus well representation of medical volumes is very important part of computer-aided diagnosis (CAD). The difficulty for statistical texture appearance model is high dimension of the data. In conventional PCA based method, the medical volume (3D image) should be first unfolded to a 1D vector. The spatial structure will be lost. And it also suffers large-computation and over-fitting problems because the very large dimension of the data. In reference[10], Xu and Chen have proposed generalized N -dimensional principal component analysis (GND-PCA) for the modeling of a series of medical volumes, which is based on multi-linear algebra. In GND-PCA, the medical volume is treated as a third-order tensor and it do not need to be unfolded to a 1D vector. It was able to achieve good performance on construction of statistical appearance models for medical volumes with few samples. The medical volume (the 3D medical image) was treated as a 3rd-order tensor, and the optimal subspace on each mode was calculated simultaneously by minimizing of the square error between the original volumes based on the subspace
with an iteration algorithm. While, this method has some disadvantages, such as each basis of the GND-PCA not being independent and thus making the core tensor of the final result redundant. Also it is difficult to choose the distinctive basis for classification.

To solve the these problems, in previous work, Qiao et al. proposed a linear tensor coding (LTC) algorithm, which can achieve more compact and meaningful tensor basis than GND-PCA [13, 14]. In this work, I applied it to statistical texture modeling of medical volumes. With LTC, medical volumes can be represented by a linear combination of basis, which are mutually independent. Furthermore it is possible to choose the distinctive basis for classification.

My proposed method was evaluated by a liver database which contained 10 normal data and 10 abnormal data with intensity changed through two aspects: medical image reconstruction and liver diagnosis. For reconstruction, with the same basis, LTC can get larger reconstruction rate than GNDPCA. Additionally, in the diagnosis part, I firstly chose the distinctive basis based on the correlation between category labels and the coefficients of LTC basis and then I use the selected basis for diagnosis. The diagnosis accuracy can be significantly improved by the use of selected distinctive basis.

### 3.2 Related Work

### 3.2.1 Tensor and Multilinear Algebra Foundations

### 3.2.1.1 Definitions and Preliminaries

Scalers are denoted by italic-shape letters, i.e. $(a, b, \ldots)$ or $(A, B, \ldots)$. Bold lower case letters, i.e. $(\mathbf{a}, \mathbf{b}, \ldots)$, are used to represent vectors. Matrices are denoted by bold upper case letters, i.e. $(\mathbf{A}, \mathbf{B}, \ldots) ;$ and higher-order tensors (more than third order tensor) are denoted by calligraphic upper case letters, i.e. $(\mathcal{A}, \mathcal{B}, \ldots)$.

A tensor is a multidimensional array. The order of a tensor in the number of dimensions, as known as ways or modes. An $N$-th order tensor $\mathcal{A}$ is defined as a multi-array with $N$ indices, where
$\mathcal{A} \in \mathbb{R}^{I_{1} \times I_{2} \times \ldots \times I_{N}}$ and $\mathbb{R}$ is the real manifold. Elements of the tensor $\mathcal{A}$ are denoted as $a_{i_{1} \ldots i_{n} \ldots i_{N}}$, where $1 \leqslant i_{n} \leqslant I_{n}$. The space of the $N$-th order tensor is comprised by the $N$ mode subspaces. From the perspective of $\mathcal{A}$, scalars, vectors and matrices can be seen as zeroth-order, first order and second order tensors, respectively.

The $i$ th entry of a vector $\mathbf{a}$ is denoted by $a_{i}$, element $(i, j)$ of a matrix $\mathbf{A}$ is denoted by $a_{i j}$, and element $(i, j, k)$ of a 3 rd-order tensor $\mathcal{X}$ is denoted by $x_{i j k}$. Indices typically range from 1 to their capital version, e.g., $i=1, \ldots, I$. The $n$th element in a sequence is denoted by a superscript in parentheses, e.g., $\mathbf{A}^{n}$ denotes the $n$th matrix in a sequence.

Subarrays are formed when a subset of the indices is fixed. For matrices, these are the rows and columns. A colon is used to indicate all elements of a mode. Thus, the $j$ th column of $\mathbf{A}$ is denoted by $\mathbf{a}_{: j}$, and the $i$ th row of $\mathbf{A}$ is denoted by $\mathbf{a}_{i:}$.

Fibers are the higher-order analogue of matrix rows and columns. A fiber is defined by fixed every index but one. A matrix column is a mode-1 fiber and a matrix row is a mode- 2 fiber. 3rd-order tensors have column, row, and tube fibers, denoted as $\mathbf{x}_{: j k}, \mathbf{x}_{i: k}$, and $\mathbf{x}_{i j:}$, respectively. Fibers of a 3rd-order tensors are shown in Figure 3.1.


Figure 3.1: Fibers of a 3 rd-order tensor.

Slices are two-dimensional sections of a tensor, defined by fixing all but two indices. Fig. 3.2 shows
the horizontal, lateral, and frontal slides of a 3rd-order tensor $\mathcal{X}$, denoted by $\mathbf{X}_{i::}, \mathbf{X}_{: j}$, and $\mathbf{X}_{:: k}$, respectively.


Figure 3.2: Slices of a 3rd-order tensor.

The norm of a tensor $\mathcal{X} \in \mathbb{R}^{I_{1} \times I_{2} \times \ldots \times I_{N}}$ is the square root of the sum of the squares of all its elements, i.e.,

$$
\begin{equation*}
\|\mathcal{X}\|=\sqrt{\sum_{i_{1}=1}^{I_{1}} \sum_{i_{2}=1}^{I_{2}} \cdots \sum_{i_{N}=1}^{I_{N}} x_{i_{1} i_{2} \cdots i_{N}}^{2}} . \tag{3.1}
\end{equation*}
$$

This is analogous to the matrix Frobenius norm, which is denoted $\|\mathbf{A}\|$ for a matrix $\mathbf{A}$.
The inner product of two same-sized tensors $\mathcal{X}, \mathcal{Y} \in \mathbb{R}^{I_{1} \times I_{2} \times \ldots \times I_{N}}$ is the sum of the products of their entries, i.e.,

$$
\begin{equation*}
\langle\mathcal{X}, \mathcal{Y}\rangle=\sum_{i_{1}=1}^{I_{1}} \sum_{i_{2}=1}^{I_{2}} \cdots \sum_{i_{N}=1}^{I_{N}} x_{i_{1} i_{2} \cdots i_{N}} y_{i_{1} i_{2} \cdots i_{N}} . \tag{3.2}
\end{equation*}
$$

It follows immediately that $\langle\mathcal{X}, \mathcal{X}\rangle=\|\mathcal{X}\|^{2}$.
A $N$ th-order tensor $\mathcal{X} \in \mathbb{R}^{I_{1} \times I_{2} \times \ldots \times I_{N}}$ is rank one if it can be written as the outer product of $N$ vectors, i.e.,

$$
\begin{equation*}
\mathcal{X}=\mathbf{a}^{(1)} \otimes \mathbf{a}^{(2)} \otimes \cdots \otimes \mathbf{a}^{(N)} \tag{3.3}
\end{equation*}
$$

The symbol" "" represents the vector outer product. This means that each element of the tensor is the product of the corresponding vector elements: $x_{i_{1} i_{2} \cdots i_{N}}=a_{i_{1}}^{(1)} a_{i_{2}}^{(2)} \cdots a_{i_{N}}^{(N)}$, for all $1 \leq i_{n} \leq I_{N}$.

Fig. 3.3 illustrates $\mathcal{X}=\mathbf{a} \otimes \mathbf{b} \otimes \mathbf{c}$, a third-order rank-one tensor.


Figure 3.3: Rank-one 3rd-order tensor, $\mathcal{X}=\mathbf{a} \otimes \mathbf{b} \otimes \mathbf{c}$.

Matricization, also known as unfolding or flattening, is the process of reordering the elements of an $N$ th-order array into a matrix. For example. a $2 \times 3 \times 4$ tensor can be arranged as a $6 \times 4$ matrix or a $3 \times 8$ matrix, and so on. The mode- $n$ matricization of a tensor $\mathcal{X} \in \mathbb{R}^{I_{1} \times I_{2} \times \ldots \times I_{N}}$ is denoted by and arranges the mode- $n$ fibers to be the columns of the resulting matrix. Tensor elements $\left(i_{1}, i_{2}, \cdots, i_{N}\right)$ maps to matrix element $\left(i_{n}, j\right)$, where

$$
\begin{equation*}
j=1+\sum_{k=1, k \neq n}^{N}\left(i_{k}-1\right) J_{k}, \text { with } J_{k}=\prod_{m=1, m \neq n}^{k-1} I_{m} \tag{3.4}
\end{equation*}
$$

Fig. 3.4 illustrates a example of matricization for a 3rd-order tensor.

### 3.2.1.2 Operations of Tensor

Tensor can be multiplied together, though obviously the notation and symbols for this are much more complex than for matrices. Here I consider only the tensor $n$-mode product, i.e., multiplying a tensor by a matrix (or a vector) in mode $n$.

The $n$-mode (matrix) product of a tensor $\mathcal{X} \in \mathbb{R}^{I_{1} \times I_{2} \times \ldots \times I_{N}}$ with a matrix $\mathbf{U} \in \mathbb{R}^{J \times I_{n}}$ is denoted by $\mathcal{X} \times{ }_{n} \mathbf{U}$ and is of size $I_{1} \times I_{2} \times \ldots \times I_{n-1} \times J \times I_{n+1} \ldots \times I_{N}$. Elementwise, I have

$$
\left(\mathcal{X} \times_{n} \mathbf{U}\right)_{i_{1} \cdots i_{n-1} j i_{n+1} \cdots i_{N}}=\sum_{i_{n}=1}^{I_{N}} x_{i_{1} i_{2} \cdots i_{N}} u_{j i_{n}}
$$



Figure 3.4: Matricization of a 3rd-order tensor.

Each mode- $n$ fiber is multiplied by the matrix $\mathbf{U}$. The idea can also be expressed in terms of unfolder tensors:

$$
\mathcal{Y}=\mathcal{X} \times_{n} \mathbf{U} \Leftrightarrow Y_{n}=\mathbf{U} X_{n}
$$

A few facts regarding $n$-mode matrix products are in order. For distinct modes in a series of multiplications, the order of the multiplication is irrelevant, i.e.,

$$
\mathcal{X} \times_{m} A \times_{n} B=\mathcal{X} \times_{n} B \times_{m} A, m \neq n .
$$

If the modes are the same, then

$$
\mathcal{X} \times_{n} A \times_{n} B=\mathcal{X} \times_{n}(B A), m=n .
$$

The $n$-mode (vector) product of a tensor $\mathcal{X} \in \mathbb{R}^{I_{1} \times I_{2} \times \ldots \times I_{N}}$ with a vector $\mathbf{v} \in \mathbb{R}^{I_{n}}$ is denoted by $\mathcal{X} \times{ }_{n} \mathbf{v}$. The result is of order $N-1$, i.e., the size is $I_{1} \times I_{2} \times \ldots \times I_{n-1} \times I_{n+1} \ldots \times I_{N}$. Elementwise,

$$
\left(\mathcal{X} \times_{n} \mathbf{v}\right)_{i_{1} \cdots i_{n-1} i_{n+1} \cdots i_{N}}=\sum_{i_{n}=1}^{I_{N}} x_{i_{1} i_{2} \cdots i_{N}} v_{i_{n}}
$$

The idea is to compute the inner product of each mode- $n$ fiber with the vector.

### 3.2.2 GND-PCA

GND-PCA was proposed by Xu and Chen et al. for statistical appearance modeling of medical volumes with few samples[10]. The medical volume is treated as a 3rd-order tensor, and the optimal subspace on each mode is calculated simultaneously by minimizing of the square error between the original volumes and reconstructed ones. In the following part of this section, I will briefly review the algorithm of GND-PCA.

Given a series of the $N-t h$ order tensors with zero-mean ${ }^{1} \mathcal{A}_{i} \in \mathbb{R}^{I_{1} \times I_{2} \times \cdots \times I_{N}}, i=1,2, \ldots, M$, $\sum_{i=1}^{M} \mathcal{A}_{i}=0$, I hope to find another series of lower rank- $\left(J_{1}, J_{2}, \ldots, J_{N}\right)$ tensors $\hat{\mathcal{A}}_{i}$ which can most accurately approximate the original tensors, where $J_{n}<I_{n}$. The new series of tensors can be decomposed by the same $N$ matrices $\mathbf{U}^{(n)} \in \mathbb{R}^{I_{n} \times J_{n}}$ with orthogonal columns according to tucker model which can be shown by Eq. 3.5.

$$
\begin{equation*}
\hat{\mathcal{A}}_{i}=\mathcal{B}_{i} \times_{1} \mathbf{U}^{(1)} \times_{2} \mathbf{U}^{(2)} \times \ldots \times_{n} \mathbf{U}^{(n)} \times \ldots \times_{N} \mathbf{U}^{(N)} \tag{3.5}
\end{equation*}
$$

where $\mathcal{B}_{i} \in \mathbb{R}^{J_{1} \times J_{2} \times \ldots \times J_{n} \times \ldots \times J_{N}}$ are the core tensors.

$$
\begin{equation*}
S=\sum_{i=1}^{M}\left\|\mathcal{A}_{i}-\hat{\mathcal{A}}_{i}\right\|^{2}=\sum_{i=1}^{M}\left\|\mathcal{A}_{i}-\mathcal{B}_{i} \times{ }_{1} \mathbf{U}^{(1)} \times{ }_{2} \mathbf{U}^{(2)} \times \ldots \times_{N} \mathbf{U}^{(N)}\right\|^{2} \tag{3.6}
\end{equation*}
$$

The orthogonal matrices $\mathbf{U}^{(n)}$ can be determined by minimizing the cost function shown by Eq. 3.6. The cost function is defined as a mean square error between the original tensor and the reconstructed tensor.

In Eq. 3.6, only the tensors $\mathcal{A}_{i}$ are known. However, supposing the $N$ matrices $\mathbf{U}^{(n)}$ are known,

[^0]

Figure 3.5: Illustration of reconstructing a third order tensor by the three orthogonal bases of mode subspaces $\mathbf{U}_{o p t}^{(1)}, \mathbf{U}_{o p t}^{(2)}, \mathbf{U}_{o p t}^{(3)}$ and the projections $\mathcal{B}_{i}$.
the answer of $\mathcal{B}_{i}$ to minimize Eq. 3.6 is merely the result of the traditional linear least-square problem.

Theorem 3.2.1 can be obtained.
Theorem 3.2.1. Given fixed $N$ matrices $\mathbf{U}^{(n)}$, the tensors $\mathcal{B}_{i}$ that minimize the cost function, Eq. 3.6, are given by $\mathcal{B}_{i}=\mathcal{A}_{i} \times{ }_{1} \mathbf{U}^{(1)^{T}} \times{ }_{2} \mathbf{U}^{(2)^{T}} \times \ldots \times_{N} \mathbf{U}^{(N)^{T}}$

The proof of Theorem 3.2.1 is simple, so it is omitted. With the help of Theorem 3.2.1, Theorem 3.2.2 can be obtained.

Theorem 3.2.2. If the tensors $\mathcal{B}_{i}$ are chosen as $\mathcal{B}_{i}=\mathcal{A}_{i} \times{ }_{1} \mathbf{U}^{(1)^{T}} \times{ }_{2} \mathbf{U}^{(2)^{T}} \times \ldots \times{ }_{N} \mathbf{U}^{(N)^{T}}$, minimization of the cost function Eq. 3.6 is equal to maximization of the following cost function $S^{\prime}$, where

$$
S^{\prime}=\sum_{i=1}^{M}\left\|\mathcal{A}_{i} \times_{1} \mathbf{U}^{(1)^{T}} \times_{2} \mathbf{U}^{(2)^{T}} \times \ldots \times_{N} \mathbf{U}^{(N)^{T}}\right\|^{2}
$$

Proof. The cost function can be expanded, shown as $S=\sum_{i=1}^{M}\left\|\mathcal{A}_{i}-\hat{\mathcal{A}}_{i}\right\|^{2}=\sum_{i=1}^{M}\left(\left\|\mathcal{A}_{i}\right\|^{2}\right.$ $\left.-2\left\langle\mathcal{A}_{i}, \hat{\mathcal{A}}_{i}\right\rangle+\left\|\hat{\mathcal{A}}_{i}\right\|^{2}\right)$. According to the definition of inner product of tensor, I can write the inner product $\left\langle\mathcal{A}_{i}, \hat{\mathcal{A}}_{i}\right\rangle$ as $\left\langle\mathcal{A}_{i}, \hat{\mathcal{A}}_{i}\right\rangle=\left\langle\mathcal{A}_{i}, \mathcal{B}_{i} \times{ }_{1} \mathbf{U}^{(1)} \times{ }_{2} \mathbf{U}^{(2)} \times \ldots \times{ }_{N} \mathbf{U}^{(N)}\right\rangle=\left\langle\mathcal{A}_{i} \times{ }_{1} \mathbf{U}^{(1)^{T}} \times_{2} \mathbf{U}^{(2)^{T}} \times \ldots \times{ }_{N}\right.$ $\left.\mathbf{U}^{(N)^{T}}, \mathcal{B}_{i}\right\rangle=\left\langle\mathcal{B}_{i}, \mathcal{B}_{i}\right\rangle=\left\|\mathcal{B}_{i}\right\|^{2}$. Since the matrices $\mathbf{U}^{(n)}$ have orthogonal columns, they will not affect the Frobenius norm. Therefore, I get $\left\|\hat{\mathcal{A}}_{i}\right\|=\left\|\mathcal{B}_{i}\right\|$. Substituting $\left\langle\mathcal{A}_{i}, \hat{\mathcal{A}}_{i}\right\rangle=\left\|\mathcal{B}_{i}\right\|^{2}$ and $\left\|\hat{\mathcal{A}}_{i}\right\|=\left\|\mathcal{B}_{i}\right\|$ into the cost function, I can get $S=\sum_{i=1}^{M}\left(\left\|\mathcal{A}_{i}\right\|^{2}-\left\|\mathcal{B}_{i}\right\|^{2}\right)=\sum_{i=1}^{M}\left(\left\|\mathcal{A}_{i}\right\|^{2}-\| \mathcal{A}_{i} \times{ }_{1} \mathbf{U}^{(1)^{T}} \times{ }_{2} \mathbf{U}^{(2)^{T}} \times \ldots\right.$ $\left.\times{ }_{N} \mathbf{U}^{(N)^{T}} \|^{2}\right)=\sum_{i=1}^{M}\left\|\mathcal{A}_{i}\right\|^{2}-S^{\prime}$. The first term, $\sum_{i=1}^{M}\left\|\mathcal{A}_{i}\right\|^{2}$, has a fixed value, so minimization of cost function is equal to maximization of the last term $S^{\prime}$. The theorem is proved.

There is no close-form solution to simultaneously resolve the matrices $\mathbf{U}^{(n)}$ for the cost function $S^{\prime}$; however the explicit solution for one matrix can be obtained if the other matrices are fixed. This is expressed by Lemma 3.2.3.

Lemma 3.2.3. Given the fixed matrices, $\mathbf{U}^{(1)}, \mathbf{U}^{(2)}, \ldots, \mathbf{U}^{(n-1)}, \mathbf{U}^{(n+1)}, \mathbf{U}^{(N)}$, if the columns of the matrix $\mathbf{U}^{(n)}$ are selected as the first $J_{n}$ leading eigenvectors of the matrix $\sum_{i=1}^{M}\left(\mathbf{C}_{i(n)} \cdot \mathbf{C}_{i(n)}^{T}\right), \mathbf{C}_{i(n)}$ is the mode-n matrix of the tensor $\mathcal{C}_{i}=\mathcal{A}_{i} \times{ }_{1} \mathbf{U}^{(1)^{T}} \times{ }_{2} \mathbf{U}^{(2)^{T}} \times \ldots \times{ }_{n-1} \mathbf{U}^{(n-1)^{T}} \times{ }_{n+1} \mathbf{U}^{(n+1)^{T}} \times \ldots \times{ }_{N} \mathbf{U}^{(N)^{T}}$, the cost function $S^{\prime}$ can be maximized.
Proof. I can first represent $S^{\prime}$ by $S^{\prime}=\sum_{i=1}^{M}\left\|\mathcal{A}_{i} \times{ }_{1} \mathbf{U}^{(1)^{T}} \times{ }_{2} \mathbf{U}^{(2)^{T}} \times \ldots \times{ }_{N} \mathbf{U}^{(N)^{T}}\right\|^{2}=\sum_{i=1}^{M} \|\left(\mathcal{A}_{i} \times{ }_{1}\right.$ $\left.\mathbf{U}^{(1)^{T}} \times{ }_{2} \mathbf{U}^{(2)^{T}} \times \ldots \times_{n-1} \mathbf{U}^{(n-1)^{T}} \times{ }_{n+1} \mathbf{U}^{(n+1)^{T}} \times \ldots \times_{N} \mathbf{U}^{(N)^{T}}\right) \times{ }_{n} \mathbf{U}^{(n)^{T}}\left\|^{2}=\sum_{i=1}^{M}\right\| \mathcal{C}_{i} \times_{n} \mathbf{U}^{(n)^{T}} \|^{2}=$ $\sum_{i=1}^{M}\left\|\mathbf{U}^{(n)^{T}} \cdot \mathbf{C}_{i(n)}\right\|^{2}=\sum_{i=1}^{M} \operatorname{tr}\left(\mathbf{U}^{(n)^{T}} \cdot \mathbf{C}_{i(n)} \cdot \mathbf{C}_{i(n)}^{T} \cdot \mathbf{U}^{(n)}\right)=\operatorname{tr}\left(\mathbf{U}^{(n)^{T}} \cdot \sum_{i=1}^{M}\left(\mathbf{C}_{i(n)} \cdot \mathbf{C}_{i(n)}^{T}\right) \cdot \mathbf{U}^{(n)}\right)$. Therefore, maximization of the cost function $S^{\prime}$ is the same as maximization of $\operatorname{tr}\left(\mathbf{U}^{(n)^{T}} \cdot \sum_{i=1}^{M}\left(\mathbf{C}_{i(n)}\right.\right.$. $\left.\left.\mathbf{C}_{i(n)}^{T}\right) \cdot \mathbf{U}^{(n)}\right)$. This is a well-resolved problem. The solution is to select columns of the matrix $\mathbf{U}^{(n)}$ as the first $J_{n}$ leading eigenvectors of the matrix $\sum_{i=1}^{M}\left(\mathbf{C}_{i(n)} \cdot \mathbf{C}_{i(n)}^{T}\right)$.

According to Lemma 3.2.3 I can use an iteration algorithm to get the $N$ optimal matrices, $\mathbf{U}_{o p t}^{(1)}$, $\mathbf{U}_{o p t}^{(2)}, \ldots, \mathbf{U}_{o p t}^{(N)}$, which are able to maximize the cost function $S^{\prime}$. This algorithm is summarized as Algorithm 1.

Using the calculated matrices $\mathbf{U}_{o p t}^{(n)}, n=1,2, \ldots, N$, each of the volume $\mathcal{A}_{i}$ can be approximated by $\hat{\mathcal{A}}_{i}$ with least errors, where $\hat{\mathcal{A}}_{i}=\mathcal{B}_{i} \times_{1} \mathbf{U}_{o p t}^{(1)} \times{ }_{2} \mathbf{U}_{o p t}^{(2)} \times \ldots \times_{N} \mathbf{U}_{o p t}^{(N)}$ and $\mathcal{B}_{i}=\mathcal{A}_{i} \times{ }_{1} \mathbf{U}_{o p t}^{(1)} \times_{2}$ $\mathbf{U}_{o p t}^{(2)^{T}} \times \ldots \times_{N} \mathbf{U}_{o p t}^{(N)^{T}}$. The approximation can be illustrated by Fig. 3.5 for the 3 -dimensional case. In GND-PCA, the matrices $\mathbf{U}_{o p t}^{(n)}, n=1,2, \ldots, N$ construct the bases on the $N$ mode-subspaces; and the core tensor $\mathcal{B}_{i}$ are the projections on these mode-subspaces.

### 3.3 Linear Tensor Coding

Alhough GND-PCA can achieve good performance on construction of statistical appearance models for medical volumes with few samples, there are some disadvantages. Each basis of GND-PCA is not independent, so the core tensor of the final result is still redundant. And it is difficult to understand the meaning of each basis. Thus for given a series of the $N$-order tensors with zero-means $\mathcal{A}_{i} \in$

Algorithm 1 The algorithm of GND-PCA. $\mathbf{U}_{o p t}^{(1)}, \mathbf{U}_{o p t}^{(2)}, \ldots, \mathbf{U}_{o p t}^{(N)}$
IN: a series of $N-t h$ order tensors, $\mathcal{A}_{i} \in \mathbb{R}^{I_{1} \times I_{2} \times \ldots \times I_{N}}, i=1,2, \ldots, M$.
OUT: $N$ Matrices $\mathbf{U}_{o p t}^{(n)} \in \mathbb{R}^{I_{n} \times J_{n}}\left(J_{n}<I_{n}, n=1,2, \ldots, N\right)$ with orthogonal column vectors.

1. Initial values: $k=0$ and $\mathbf{U}_{0}^{(n)}$ whose columns are determined as the first $J_{n}$ leading eigenvectors of the matrices $\sum_{i=1}^{M}\left(\mathbf{A}_{i(n)} \cdot \mathbf{A}_{i(n)}^{T}\right)$.
2. Iterate for $k$ until convergence

- Maximize $S^{\prime}=\sum_{i=1}^{M}\left\|\mathcal{C}_{i} \times{ }_{1} \mathbf{U}^{(1)^{T}}\right\|^{2}, \mathcal{C}_{i}=\mathcal{A}_{i} \times{ }_{2} \mathbf{U}_{k}^{(2)^{T}} \times \ldots \times_{N} \mathbf{U}_{k}^{(N)^{T}}$

Solution: $\mathbf{U}^{(1)}$ whose columns are determined as the first $J_{1}$ leading eigenvectors of $\sum_{i=1}^{M}\left(\mathbf{C}_{i(1)} \cdot \mathbf{C}_{i(1)}^{T}\right)$
Set $\mathbf{U}_{k+1}^{(1)}=\mathbf{U}^{(1)}$.

- Maximize $S^{\prime}=\sum_{i=1}^{M}\left\|\mathcal{C}_{i} \times{ }_{2} \mathbf{U}^{(2)^{T}}\right\|^{2}, \mathcal{C}_{i}=\mathcal{A}_{i} \times{ }_{1} \mathbf{U}_{k+1}^{(1)}{ }^{T} \times{ }_{3} \mathbf{U}_{k}^{(3)^{T}} \times \ldots \times_{N} \mathbf{U}_{k}^{(N)^{T}}$

Solution: $\mathbf{U}^{(2)}$ whose columns are determined as the first $J_{2}$ leading eigenvectors of $\sum_{i=1}^{M}\left(\mathbf{C}_{i(2)} \cdot \mathbf{C}_{i(2)}^{T}\right)$
Set $\mathbf{U}_{k+1}^{(2)}=\mathbf{U}^{(2)}$.

- Maximize $S^{\prime}=\sum_{i=1}^{M}\left\|\mathcal{C}_{i} \times{ }_{n} \mathbf{U}^{(n)^{T}}\right\|^{2}, \mathcal{C}_{i}=\mathcal{A}_{i} \times{ }_{1} \mathbf{U}_{k+1}^{(1)}{ }^{T} \times \ldots \times_{n-1} \mathbf{U}_{k+1}^{(n-1)^{T}} \times{ }_{n+1}$ $\mathbf{U}_{k}^{(n+1)^{T}} \times \ldots \times{ }_{N} \mathbf{U}_{k}^{(N)^{T}}$
Solution: $\mathbf{U}^{(n)}$ whose columns are determined as the first $J_{n}$ leading eigenvectors of $\sum_{i=1}^{M}\left(\mathbf{C}_{i(n)} \cdot \mathbf{C}_{i(n)}^{T}\right)$
Set $\mathbf{U}_{k+1}^{(n)}=\mathbf{U}^{(n)}$.
- Maximize $S^{\prime}=\sum_{i=1}^{M}\left\|\mathcal{C}_{i} \times{ }_{N} \mathbf{U}^{(N)^{T}}\right\|^{2}, \mathcal{C}_{i}=\mathcal{A}_{i} \times{ }_{1} \mathbf{U}_{k+1}^{(1)}{ }^{T} \times \ldots \times_{N-1} \mathbf{U}_{k+1}^{(N-1)^{T}}$

Solution: $\mathbf{U}^{(N)}$ whose columns are determined as the first $J_{N}$ leading eigenvectors of $\sum_{i=1}^{M}\left(\mathbf{C}_{i(N)} \cdot \mathbf{C}_{i(N)}^{T}\right)$
Set $\mathbf{U}_{k+1}^{(N)}=\mathbf{U}^{(N)}$.

$$
k=k+1
$$

3. $\operatorname{Set} \mathbf{U}_{o p t}^{(1)}=\mathbf{U}_{k}^{(1)}, \mathbf{U}_{o p t}^{(2)}=\mathbf{U}_{k}^{(2)}, \ldots, \mathbf{U}_{o p t}^{(N)}=\mathbf{U}_{k}^{(N)}$.
$\mathbb{R}^{I_{1} \times I_{2} \times \ldots \times I_{N}}, i=1,2, \ldots, M$, I want to find another series basis which have mutual independence and greater discrimination to represent the original tensors. Each tensor $\mathcal{A}_{i}$ is represented by basis: $\mathcal{A}_{i}=\sum_{j=1} c_{i, j} \cdot \mathcal{B}_{j}$. Here the tensors $\mathcal{B}_{j}$ is basis which has the same size as the input tensor, and the scalar $c_{i, j}$ is the coefficient of the tensor $\mathcal{A}_{i}$. Figure 3.6 illustrates the representation of one original tensor using a series of basis.


Figure 3.6: Example of representing the third order tensor using a series of basis.

In matematics, the problem to get the compact representation can be formulated as the optimization equation:

$$
\begin{equation*}
\left(\mathcal{B}_{1}, \mathcal{B}_{2}, \ldots\right)=\arg \min \sum_{i=1}^{M}\left\|\mathcal{A}_{i}-\sum_{j=1} c_{i, j} * \mathcal{B}_{j}\right\| \tag{3.7}
\end{equation*}
$$

Since the objective function is multi-quadratic, there is no closed-form solution for this optimization. In addition, the number of basis is unfixed, hence the optimization procedure is sensitive to initial estimation and easy to converge to local minima. To address such problems, I develop an algorithm: linear tensor coding algorithm (LTC). There are two important components in my algorithms: one is a local convergence to find optimized basis $\mathcal{B}_{j}$ and the other is a global convergence to find the number of bases.

In the local parts, GND-PCA method [9,11] is applied for calculation of each bases. The purpose of GND-PCA is to find a series of optimal mode-submatrices $\mathbf{U}^{(i)}, 1 \leq i \leq N$ by minimizing the cost function Eq. 3.8. $\mathcal{C}_{i}$ is the core tensors. The cost function is defined as a mean square error between
the original tensor and the reconstructed tensor.

$$
\begin{equation*}
S=\sum_{i=1}^{M}\left\|\mathcal{A}_{i}-\mathcal{C}_{i} \times_{1} \mathbf{U}^{(1)} \times_{2} \mathbf{U}^{(2)} \times_{3} \mathbf{U}^{(3)} \times \ldots \times_{N} \mathbf{U}^{(N)}\right\|^{2} \tag{3.8}
\end{equation*}
$$

Theorem 3.3.1. Given fixed $N$ matrices $\mathbf{U}^{(n)}$, the tensors $\mathcal{C}_{i}$ that minimize the cost function, Eq. 3.6, are given by

$$
\begin{equation*}
\mathcal{C}_{i}=\mathcal{A}_{i} \times_{1} \mathbf{U}^{(1)^{T}} \times_{2} \mathbf{U}^{(2)^{T}} \times \ldots \times_{N} \mathbf{U}^{(N)^{T}} \tag{3.9}
\end{equation*}
$$

The proof of Theorem 3.3.1 is simple, so it is omitted. With the help of Theorem 3.3.1, Theorem 3.3.2 can be obtained.

Theorem 3.3.2. If the tensors $\mathcal{C}_{i}$ are chosen as $\mathcal{C}_{i}=\mathcal{A}_{i} \times{ }_{1} \mathbf{U}^{(1)^{T}} \times{ }_{2} \mathbf{U}^{(2)^{T}} \times \ldots \times{ }_{N} \mathbf{U}^{(N)^{T}}$, minimization of the cost function Eq. 3.8 is equal to maximization of the following cost function $S^{\prime \prime}$, where

$$
\begin{equation*}
S^{\prime}=\sum_{i=1}^{M}\left\|\mathcal{A}_{i} \times \mathbf{U}^{(1)^{T}} \times_{2} \mathbf{U}^{(2)^{T}} \times \ldots \times_{N} \mathbf{U}^{(N)^{T}}\right\|^{2} \tag{3.10}
\end{equation*}
$$

There is no close-form solution to simultaneously resolve the matrices $\mathbf{U}^{(n)}$ for the cost function $S^{\prime}$; however the explicit solution can be obtained by using an iterative algorithm.

The first row vector $\mathbf{u}_{1}^{(i)}$ of each $\mathbf{U}^{(i)}$ is the eigenvector with the largest eigenvalue in the corresponding mode. I choose $\mathbf{u}_{1}^{(i)}, 1 \leq i \leq N$ as a set of initial estimations and the first tensor-formed base is calculated by Eq. 3.12.

$$
\begin{gather*}
\mathcal{B}_{1}=\mathbf{u}_{1}^{(1)} \otimes \mathbf{u}_{1}^{(2)} \otimes \ldots \otimes \mathbf{u}_{1}^{(N)} .  \tag{3.11}\\
I=\max \left(\mathcal{B}_{1}\right)=\max \left(\mathbf{u}_{1}^{(1)} \otimes \mathbf{u}_{1}^{(2)} \otimes \mathbf{u}_{1}^{(3)} \otimes \ldots \otimes \mathbf{u}_{1}^{(N)}\right) . \tag{3.12}
\end{gather*}
$$

For each training tensor, the parameters corresponding to the first base are calculated by Eq. 3.13.

$$
\begin{equation*}
c_{i, 1}=\mathcal{A}_{i} \times_{1} \mathbf{u}_{1}^{(1)^{T}} \times_{2} \mathbf{u}_{1}^{(2)^{T}} \times \ldots \times_{N} \mathbf{u}_{1}^{(N)^{T}} \tag{3.13}
\end{equation*}
$$

After obtaining the first base, the residual parts of each training tensor was calculated: $\overline{\mathcal{A}}_{i}=$ $\mathcal{A}_{i}-c_{i, 1} * \mathcal{B}_{1}$. The residual parts are used to instead of $\mathcal{A}_{i}$. The local convergence was used to get
the bases one by one. The process to find a series of bases is like a greedy approach to approximate the original tensors.

A global convergence was worked to find a number of bases. The global process could be ended when the sum of norms of the residual tensors is below some threshold. Recalling Eq. 3.7, a threshold $r$ was assigned. The process ends after find $J$ basis when the sum of norms of the residual tensors is below $r$, as shown in Eq. 3.14. Then each tensor data is represented with a group of coefficients with the benefit of the obtained basis.

$$
\begin{equation*}
\operatorname{norm}\left(\sum_{i=1}^{M}\left\|\mathcal{A}_{i}-\sum_{j=1}^{J} c_{i, j} * \mathcal{B}_{j}\right\|\right) \leq r . \tag{3.14}
\end{equation*}
$$

Algorithm 2 shows iteration algorithm of LTC.

### 3.4 Experimental Results

The proposed method was evaluated by using a liver database. In this database, there are 10 normal healthy ones and 10 abnormal ones which with the tumor in it. Because intensity of tumor is different from that of liver, thus in the work, I used statistical texture analysis for diagnosis. The size of each sample is $256 \times 256 \times 79$. The flow chart of my experiment is shown in Figure.3.7. In this figure, the normalized volume is the data which after the preprocessing.

In order to remove shape variations, I applied a non-rigid transformation based on mathematical forms for morphing all the datasets to similar shape. Any nonrigid registration technique can be described by three components: a transformation which relates the target and source images, a similarity measure which measures the similarity between target and source image, and an optimization which determines the optimal transformation parameters as a function of the similarity. Additionally, I did not need to assume the physical parameters, which are difficult to guess in practice.Hence, I adopted the mathematical nonrigid transformation in my research. For the detailed process, please refer to


Figure 3.7: The flow chart of my experiment.
[11].
Figure 3.8 shows some original data and morphed data respectively. The first column is original data and the second column is morphed data. The first row is one samples of the normal ones, the second row is one sample of the abnormal ones. We can see that the shapes after registration are very similar, so it meant that the effect of shape can be reduced as much as possible.

Because I wanted to build a statistical texture model, each data can be represented by Eq.3.15:

$$
\begin{equation*}
\mathcal{A}_{i}=\mathcal{M}+\sum_{k=1}^{K} c_{i, k} * \mathcal{B}_{k} \tag{3.15}
\end{equation*}
$$

Here $\mathcal{M}$ is the mean texture and $c_{i, k}$ are the coefficients. Supposing the coefficients $c_{i, k}$ follow Gaussian distribution, I can estimate the mean $m_{k}$ and derivation $\lambda_{k}^{2}$.


Figure 3.8: Original data and morphed data respectively. The first column is original data and the second column is morphed data.

By adjusting the parameter, I can construct a novel ensemble by Eq.3.16"

$$
\begin{equation*}
\widetilde{\mathcal{A}}=\mathcal{M}+\widetilde{c_{k}} * \mathcal{B}_{k} \tag{3.16}
\end{equation*}
$$

Here $\widetilde{c_{k}}$ is adjusted coefficient, $-2 \lambda_{k} \leqslant \widetilde{c_{k}} \leqslant 2 \lambda_{k}$. Figure 3.9 illustrates the slices of novel ensembles described by the first five bases, respectively. They demonstrate that: while changing the value of first coefficients from $-1.5 \lambda_{1}$ to $1.5 \lambda_{1}$, the intensity of left part has obviously changed, and the second basis mainly effect on the right corner of the slice. Furthermore, Figure 3.10 shows the fist twenty basis, it illustrates that different basis can effect on different parts. Thus I can change the local intensity of slice through change the coefficient of basis.

Figure 3.11 shows the values of coefficient when the number of basis is different for LTC. It illustrates that the first several values are obviously larger than the other ones. Because of this, the volume can be reconstructed by less basis than GND-PCA.


Figure 3.9: The slices of novel ensembles described by the first five bases, respectively. It changes the value of coefficients from $-1.5 \lambda_{1}$ to $1.5 \lambda_{1}$ of each basis.

I evaluated the model generalization by reconstructing a test volume, which is not included in the training samples. Thus leave-one out method (19 samples for training the basis, and the last one is used as test for reconstruction) was adopted. For each test volume, I firstly calculated the coefficients of each basis as Eq.3.17 and Eq.3.18:

$$
\begin{gather*}
\mathcal{A}^{\prime}=\mathcal{A}_{\text {test }}-\mathcal{M}-\sum_{i=1}^{k-1} c_{\text {test }, i} \mathcal{B}_{i}  \tag{3.17}\\
c_{i, k}=\mathcal{A}^{\prime} \times{ }_{1} \mathbf{u}_{k}^{(1)^{T}} \times{ }_{2} \mathbf{u}_{k}^{(2)^{T}} \times \ldots \times_{N} \mathbf{u}_{k}^{(N)^{T}} . \tag{3.18}
\end{gather*}
$$



Figure 3.10: The first twenty basis. It illustrates that each basis can represent a local feature.

And then I chose the first $k^{\prime}$ basis for reconstruction:

$$
\begin{equation*}
\mathcal{A}_{\text {reconstruction }}=\mathcal{M}+\sum_{i=1}^{k^{\prime}} c_{\text {test }, i} \mathcal{B}_{i} \tag{3.19}
\end{equation*}
$$

Here $\mathcal{A}^{\prime}$ represents the residual part, $\mathcal{A}$ is the test volume and $\mathcal{A}_{\text {reconstruction }}$ is the reconstruction result. The correlation between the reconstructed volume and the original volume is used as a measure of the reconstruction (generalization). The value of correlation is between 0 and 1 . The more similar the two volumes are, the larger its value is. Figure 3.12 shows the graph of normalized correlation between original volume and reconstructed volume for different number of basis. The result in Figure 3.12 illustrates that the original volume can be better reconstructed by LTC when the number of basis is the same as GND-PCA.


Figure 3.11: The coefficient of each basis for LTC.


Figure 3.12: Reconstruction accuracy vs. number of basis.

For classification, the coefficients were used as the feature. SVM and KNN are utilized as classifiers respectively. For LTC, I trained 1200 basis, and for GND-PCA, the size of core-tensor is $20 \times 20 \times 3$. And I used Leave-one-out method to do the classification. Figure 3.13 shows the distribution of coefficients of the first four basis of LTC. The blue ones are the normal livers, and the red ones are
abnormal livers. The number in the bracket is the correlation coefficients which is calculated by Eq.3.20

$$
\begin{equation*}
\text { Correlation }_{k}=\frac{\sum_{i=1}^{n} c_{i k} l_{i}}{\sqrt{\sum_{i=1}^{n} c_{i k}{ }^{2} \sum_{i=1}^{n} l_{i}^{2}}} \tag{3.20}
\end{equation*}
$$

Here, $n$ is the number of samples, $c_{i k}$ is the coefficient of one fixed basis of LTC and $l_{i} \in\{-1,1\}, 1 \leq$ $i \leq n$ is the label of the samples. In my experiments, -1 represents normal liver, and 1 represents abnormal liver. For each basis, I can get a correlation coefficient. From the correlation coefficients in Figure 3.13, it illustrates that it is difficult for classification if using these basis because the correlation coefficients are so small. Thus, I firstly chose the basis using the correlation coefficients. While GNDPCA cannot choose basis because the core tensor is directly used for classification. Figure 3.14 is the coefficients of the first four basis chosen through correlation coefficients. The blue ones are the normal livers, and the red ones are abnormal livers. The first number in the bracket is the position of basis in the original basis set and the second number in the bracket is the correlation coefficient of corresponding basis.

Table 3.1 is the classification accuracy using different classifiers. Before choosing basis, I used all the basis for classification. It could be seen that the classification accuracy of LTC and GND-PCA are both bad. Then I chose the first one hundred basis which has greater correlation coefficients for classification. The classification accuracy was obviously improved.

Table 3.1: The classification accuracy of GND-PCA and LTC.

|  | SVM | KNN |
| :---: | :---: | :---: |
| GND-PCA | $7 / 20$ | $10 / 20$ |
| LTC with all 1200 bases | $7 / 20$ | $9 / 20$ |
| LTC with 100 selected basis | $19 / 20$ | $19 / 20$ |



Figure 3.13: The distribution of coefficients of the first four basis. The blue one is represent the normal liver and the red one represent the abnormal liver. The number in the bracket is the correlation coefficients.

### 3.5 Conclusion

In this chapter, I proposed a statistical texture modeling method for medical volumes which was known as LTC. LTC is an extension of GND-PCA. 2. The medical volume such as the volume of the liver is treated as a third order tensor and it is represented by a linear combination of basis which has the same size as the tensor. Each basis are mutual independence and more discriminate than GND-PCA. In my experiments, I compared both reconstructed results and classification results of LTC and GND-PCA. As for reconstruction results, the performance of LTC is superior to that of GND-PCA. Additionally, in the classification part, I firstly chose the distinctive basis through the correlation between category labels and the coefficients of basis of LTC. And then I used the selected basis for classification. The classification accuracy was significantly improved by the use of selected distinctive basis. Future work will involve testing my method with more data sets for classification


Figure 3.14: The distribution of coefficients of the first four basis chosen through correlation coefficients. The blue ones are the normal livers, and the red ones are abnormal livers. The first number in the bracket is the position of basis in the original basis set and the second number in the bracket is the correlation coefficient.
and using my method in practical applications.

```
Algorithm 2 Iteration algorithm of LTC.
    IN: a series of \(N\)-th order tensors, \(\mathcal{A}_{i} \in \mathbb{R}^{I_{1} \times I_{2} \times \ldots \times I_{N}}, i=1,2, \ldots, M\). Define \(N\) Matrices \(\mathbf{U}_{o p t}^{(n)} \in\)
    \(\mathbb{R}^{I_{n} \times J_{n}}\left(J_{n}=1, n=1,2, \ldots, N\right)\) with orthogonal column vectors.
```

    OUT: \(S\) Rank-1 basis tensor \(\mathcal{B}_{s}, s \leq S S\) depends on convergence.
    Iterate for \(s\) until convergence
        1. Initial values: \(\mathcal{A}_{i}=\mathcal{A}_{i}-\mathcal{A}_{i}^{R e c_{s}}\), define \(\mathcal{A}_{i}^{R e c_{1}}=0\).
        2. (a) Initial values: \(k=0\) and \(\mathbf{U}_{0}^{(n)}\) whose columns are determined as the first \(J_{n}\) leading
        eigenvectors of the matrices \(\sum_{i=1}^{M}\left(\mathbf{A}_{i(n)} \cdot \mathbf{A}_{i(n)}^{T}\right)\).
    (b) Iterate for $k$ until convergence

- Maximize $S^{\prime}=\sum_{i=1}^{M}\left\|\mathcal{C}_{i} \times{ }_{1} \mathbf{U}^{(1)^{T}}\right\|^{2}, \mathcal{C}_{i}=\mathcal{A}_{i} \times{ }_{2} \mathbf{U}_{k}^{(2)^{T}} \times \ldots \times_{N} \mathbf{U}_{k}^{(N)^{T}}$

Solution: $\mathbf{U}^{(1)}$ whose columns are determined as the first $J_{1}$ leading eigenvectors of $\sum_{i=1}^{M}\left(\mathbf{C}_{i(1)} \cdot \mathbf{C}_{i(1)}^{T}\right)$
Set $\mathbf{U}_{k+1}^{(1)}=\mathbf{U}^{(1)}$.

- Maximize $S^{\prime}=\sum_{i=1}^{M}\left\|\mathcal{C}_{i} \times_{2} \mathbf{U}^{(2)^{T}}\right\|^{2}, \mathcal{C}_{i}=\mathcal{A}_{i} \times{ }_{1} \mathbf{U}_{k+1}^{(1)}{ }^{T} \times{ }_{3} \mathbf{U}_{k}^{(3)^{T}} \times \ldots \times_{N} \mathbf{U}_{k}^{(N)^{T}}$ Solution: $\mathbf{U}^{(2)}$ whose columns are determined as the first $J_{2}$ leading eigenvectors of $\sum_{i=1}^{M}\left(\mathbf{C}_{i(2)} \cdot \mathbf{C}_{i(2)}^{T}\right)$
Set $\mathbf{U}_{k+1}^{(2)}=\mathbf{U}^{(2)}$.
- Maximize $S^{\prime}=\sum_{i=1}^{M}\left\|\mathcal{C}_{i} \times{ }_{n} \mathbf{U}^{(n)^{T}}\right\|^{2}, \mathcal{C}_{i}=\mathcal{A}_{i} \times{ }_{1} \mathbf{U}_{k+1}^{(1)}{ }^{T} \times \ldots \times_{n-1} \mathbf{U}_{k+1}^{(n-1)^{T}} \times_{n+1}$ $\mathbf{U}_{k}^{(n+1)^{T}} \times \ldots \times{ }_{N} \mathbf{U}_{k}^{(N)^{T}}$
Solution: $\mathbf{U}^{(n)}$ whose columns are determined as the first $J_{n}$ leading eigenvectors of $\sum_{i=1}^{M}\left(\mathbf{C}_{i(n)} \cdot \mathbf{C}_{i(n)}^{T}\right)$
Set $\mathbf{U}_{k+1}^{(n)}=\mathbf{U}^{(n)}$.
- Maximize $S^{\prime}=\sum_{i=1}^{M}\left\|\mathcal{C}_{i} \times{ }_{N} \mathbf{U}^{(N)^{T}}\right\|^{2}, \mathcal{C}_{i}=\mathcal{A}_{i} \times{ }_{1} \mathbf{U}_{k+1}^{(1)}{ }^{T} \times \ldots \times_{N-1} \mathbf{U}_{k+1}^{(N-1)^{T}}$

Solution: $\mathbf{U}^{(N)}$ whose columns are determined as the first $J_{N}$ leading eigenvectors of $\sum_{i=1}^{M}\left(\mathbf{C}_{i(N)} \cdot \mathbf{C}_{i(N)}^{T}\right)$
Set $\mathbf{U}_{k+1}^{(N)}=\mathbf{U}^{(N)}$.

$$
k=k+1
$$

(c) $\operatorname{Set} \mathbf{U}_{o p t}^{(1)}=\mathbf{U}_{k}^{(1)}, \mathbf{U}_{o p t}^{(2)}=\mathbf{U}_{k}^{(2)}, \ldots, \mathbf{U}_{o p t}^{(N)}=\mathbf{U}_{k}^{(N)}$.
3. Size of $\mathbf{U}_{o p t}^{(i)}$ is $I_{i} \times 1$, each basis $\mathcal{B}_{s}=\mathbf{U}_{o p t}^{(1)} \otimes \mathbf{U}_{o p t}^{(2)} \otimes \ldots \otimes \mathbf{U}_{o p t}^{(N)}$.
4. For each data, coefficient on this basis $c_{i, s}=\mathcal{A}_{i} \times{ }_{1} \mathbf{U}_{k}^{(1)^{T}} \times{ }_{2} \mathbf{U}_{k}^{(2)^{T}} \times \ldots \times_{N} \mathbf{U}_{k}^{(N)^{T}}$.
5. For each data $\mathcal{A}_{i}^{R e c_{s}}=c_{i, s} \cdot \mathcal{B}_{s}$.
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## Chapter 4

## Statistical Analysis of Shape Based on SLRMD

In the field of computational techniques for medical images, shape analysis is used to study the geometrical properties of the structures obtained using various imaging modalities. Shape analysis has recently become of increasing interest to the medical community due to its potential to precisely locate morphological changes between different populations of structures; for example, it can be used to differentiate the changes between healthy and pathological tissues.

Statistical analysis is one the most common ways for exploring robust shape features and for understanding shape information. For more accurate analyses, it is necessary to use a registration method for the shapes. Because surface points are used for SSM, points-based registration methods are used in this thesis. Compared with registration methods based on voxel similarity, assuming that there are a sufficiently large number of points, points-based registration methods can be used for more complex transformations than can be used with methods based on voxel similarity. Also, since the dimensionality of the surface points is lower than that of the image itself, this facilitates calculations. However, for various reasons, such as pathological changes or inaccurate segmentation, the accuracy of the registration may be reduced.

Meanwhile, SSMs based on PCA are widely used. Due to some limitations of PCA, however, this
method cannot be used for all applications. First, the PCA cost function does not include a term for the noise, and thus the basis or eigenspace calculated by PCA will be affected by noise. Furthermore, it is difficult to clearly explain the constructed SSMs in terms of which one manifests the global variations due to the differences between subjects and which one expresses the local deformations due to the progression of diseases.

In this chapter, a local shape analysis method is proposed; this method is based on sparse and low-rank matrix decomposition (SLRMD), which is able to identify and separate the local shape deformations. The following three objectives are thereby achieved: (a) a robust shape-based registration method is proposed that uses the local shape analysis to preprocess the image in order to remove any local deformations and noise; (b) an accurate computer-aided diagnosis (CAD) method for cirrhotic livers is developed that is based on the local shape analysis instead of on PCA; (c) an incremental SLRMD is proposed for on-line medical image diagnosis. SLRMD will be introduced in the next section.

### 4.1 Sparse and Low Rank Matrix Decomposition (SLRMD)

PCA is arguably the most widely used statistical tool for data analysis and dimensionality reduction today. However, in general, training data may contain undesirable artifacts due to occlusion, illumination, image noise. Thus Sparse and Low Rank Matrix Decomposition(SLRMD) was proposed that can be used to construct low-dimensional linear-subspace representations from this noisy data. The cost function of SLRMD can be wrote as:

$$
\begin{equation*}
\min _{\mathbf{A}, \mathbf{E}} \operatorname{rank}(\mathbf{A})+\lambda\|\mathbf{E}\|_{0}, \mathbf{D}=\mathbf{A}+\mathbf{E} \tag{4.1}
\end{equation*}
$$

Here $\lambda>0$ is a parameter that determines the trade-off between the rank of the solution and the
sparsity of the error, $\mathbf{A}$ is a low rank matrix, and $\mathbf{E}$ is sparse matrix which represents the noise. In some paper, SLRMD was also named as Robust PCA(RPCA).

The optimization problem of Eq.4.1 is not directly tractable. A major difficulty is the non-convexity of the matrix rank and the L0-norm: in the worst case, minimization of these functions is extremely difficult (NP-hard and even difficult to approximate). Recently, Wright et al. [1] showed that the answer holds true with rather broad conditions, that is, as long as the error matrix $\mathbf{E}$ is sufficiently sparse (relative to the rank of $\mathbf{D}$ ). The low-rank matrix $\mathbf{A}$ can be recovered exactly from $\mathbf{D}=\mathbf{A}+$ E by solving the following convex optimization problem:

$$
\begin{equation*}
\min _{\mathbf{A}, \mathbf{E}}\|\mathbf{A}\|_{*}+\lambda\|\mathbf{E}\|_{1} \text {, subject to } \mathbf{D}=\mathbf{A}+\mathbf{E} \tag{4.2}
\end{equation*}
$$

Here $\|\mathbf{A}\|_{*}$ is nuclear norm which equals to $\operatorname{trace}\left(\sqrt{\mathbf{A}^{*} \mathbf{A}}\right)$, and $\mathrm{A}^{*}$ is conjugate transpose of $\mathbf{A}$. To solve this constrained optimization problem, many algorithms have been proposed, including the accelerated proximal gradient method [2], the augmented Lagrange multiplier (ALM) method [3], and the alternating direction method (ADM) [4]. In this paper, we applied the ALM method, which will be briefly reviewed below.

The general ALM method was introduced for solving constrained optimization problems of the following kind:

$$
\begin{equation*}
\min f(\mathbf{x}), \quad \text { subject to } h_{i}(\mathbf{x})=0, \forall i \in I \tag{4.3}
\end{equation*}
$$

Compared to the general Lagrange multiplier, the ALM adds a quadratic penalty term that is defined as:

$$
\begin{equation*}
L(\mathbf{x}, \beta, \mu)=f(\mathbf{x})+\frac{\mu}{2} \sum_{i \in I} h_{i}(\mathbf{x})^{2}+\left\langle\beta, h_{i}(\mathbf{x})\right\rangle \tag{4.4}
\end{equation*}
$$

where $\boldsymbol{\beta}$ is the Lagrange multiplier and $\mu$ is a positive scalar. The variable $\beta_{i}$ is updated according
to the following rule: $\beta_{i} \leftarrow \beta_{i}+\mu h_{i}(\mathbf{x})$. However, for sparse and low-rank matrix decomposition, the argument of the function is a matrix, so the ALM method becomes

$$
\begin{align*}
& \mathbf{X}=(\mathbf{A}, \mathbf{E}), f(\mathbf{X})=\|\mathbf{A}\|_{*}+\lambda\|\mathbf{E}\|_{1},  \tag{4.5}\\
& \text { and } \mathbf{H}(\mathbf{X})=\mathbf{D}-\mathbf{A}-\mathbf{E}
\end{align*}
$$

The augmented Lagrangian function is:

$$
\begin{align*}
& \mathbf{L}(\mathbf{A}, \mathbf{E}, \mathbf{B}, \mu) \dot{=}\|\mathbf{A}\|_{*}+\lambda\|\mathbf{E}\|_{1}+\frac{\mu}{2}\|\mathbf{D}-\mathbf{A}-\mathbf{E}\|_{\mathbf{F}}^{\mathbf{F}}  \tag{4.6}\\
& \quad+\langle\mathbf{B}, \mathbf{D}-\mathbf{A}-\mathbf{E}\rangle
\end{align*}
$$

where $\langle\mathbf{P}, \mathbf{Q}\rangle=\operatorname{tr}\left(\mathbf{P}^{\mathbf{T}} \mathbf{Q}\right)$, and $\mathbf{B}$ is the Lagrange multiplier. The ALM method for solving the sparse and low-rank decomposition is called the exact ALM (EALM) method, in reference [5]. The EALM method has been proven to have a pleasing Q -linear convergence speed. A slight improvement over the EALM leads to the inexact ALM (IALM) method, which was used in this thesis, the flowchart of the IALM is shown in Figure 4.1.

The function $J(\mathbf{D})$ in the initial part of Figure 4.1 is $J(\mathbf{D})=\max \left(\|\mathbf{D}\|_{\mathbf{2}}, \lambda^{-\mathbf{1}}\|\mathbf{D}\|_{\infty}\right)$, and $\|\bullet\|_{\infty}$ is the maximum absolute of the matrix entries. The IALM method converges almost as quickly as does the EALM method, but the required number of singular value decompositions (SVDs) is significantly less. Meanwhile in this paper, we set hyper-parameter $\lambda=1 / \sqrt{N}$, where $N$ is the dimension of sample. In reference[6], Cands et al proved this hyper-parameter is the best one for this problem. In the experimental part, this hyper-parameter was adopted for all experiments.

Figure 4.2 shows an example of SLRMD. The first column is the original images of which have occlusion. The second and third columns are low rank images and sparse error images, respectively. We can see that the occlusion can be removed and the images can be recovered. Due to this reason, in this work, I applied SLRMD for two applications in CAD systems which was shown in Figure 4.3.

```
Algorithm: Sparse and Low Rand Matrix Decomposition via IALM
Input: Observation matrix \(\mathbf{D} \in \mathbf{R}^{m \times n}, \lambda\)
1: \(\mathbf{B}_{0}=\mathbf{D} / J(\mathbf{D}) ; \mathbf{E}_{0}=0 ; \mu_{0}>0 ; \rho>1 ; k=0\).
2: while not converged do
3: \((\mathbf{U}, \mathbf{S}, \mathbf{V})=\operatorname{svd}\left(\mathbf{D}-\mathbf{E}_{k}+\mu_{k}^{-1} \mathbf{B}_{k}\right)\);
4: \(\mathbf{A}_{k+1}=\mathbf{U S}_{\mu_{k}^{-1}}\left[\mathbf{D}-\mathbf{A}_{k+1}+\mu_{k}^{-1} \mathbf{B}_{k}\right]\).
6: \(\mathbf{E}_{k+1}=\mathbf{S}_{k \mu_{k}^{-1}}\left[\mathbf{D}-\mathbf{A}_{k+1}+\mu_{k}^{-1} \mathbf{B}_{k}\right]\).
7: \(\mathbf{B}_{k+1}=\mathbf{B}_{k}+\mu_{k}\left[\mathbf{D}-\mathbf{A}_{k+1}-\mathbf{E}_{k+1}\right]\).
8: \(\mu_{k+1}=\rho \mu_{k}\)
9: \(k \leftarrow k+1\).
10: end while
Output: \(\left(\mathbf{A}_{k}, \mathbf{E}_{k}\right)\).
```

Figure 4.1: Flowchart of the inexact augmented Lagrange multiplier method.

In the next, I will introduce them in detail.

(a) Original Images $\mathbf{D}$

(b) Low Ranks Images $\mathbf{A}$

(c) Sparse error Images $\mathbf{E}$

Figure 4.2: An example of SRLMD.


Figure 4.3: SLRMD for two applications in CAD systems.

### 4.2 Point-Based Registration based on SLRMD

To improve the registration accuracy of the GPA method, a new strategy that uses SLRMD is proposed, as was mentioned in the previous section. This strategy decomposes the input matrix into two matrices that can be represented as $\mathbf{D}=\mathbf{A}+\mathbf{E}$. Here $\mathbf{D}$ is the input matrix, each column of which gives the coordinates of one of the shapes in the set; $\mathbf{A}$ is a low-rank matrix, which means that the samples have similar parts; and $\mathbf{E}$ is a sparse matrix. In this work, I assumed that the noise or local deformations could be considered sparse relative to the entire shape. After excluding the noise and local deformations, the shape information should represent the structures that are globally similar. Thus, to increase the accuracy of the registration, the low-rank matrix $\mathbf{A}$ can be used to obtain the transformed parameters, from which the effects of the local deformations have been removed. Finally, these transformed parameters are used to improve the registration process.

### 4.2.1 Conventional Point-Based Registration Method

Image registration is a fundamental problem in image processing. Because the performance of registration directly affects further processing, it is a very important step. In this thesis, I focused on the
well-known point-based registration method which named as Generalized Procrustes Analysis(GPA). GPA is one of the most popular algorithms for aligning shapes with a common reference. The GPA algorithm lists as follows:

1. Choosing a temple as the mean shape.
2. Finding the corresponding transformations that match the remaining shapes with the mean shape.
3. Aligning all vectors to the mean shape. The cost function of point-based registration:

$$
\begin{equation*}
\min _{T}\left|\mathbf{x}_{F}-T\left(\mathbf{x}_{M}\right)\right|^{2} \tag{4.7}
\end{equation*}
$$

Here $\mathbf{x}_{F}$ represents the coordinates of surface points for the fixed image, which is not changed during the registration process. $\mathbf{x}_{M}$ represents the coordinates of surface points for the moving image, which is changed during the registration process.
4. Re-calculating the mean shape from the aligned shapes.

The Procrustes mean shape (also referred the Procrustes mean) is the most frequently used obtain an estimate of the mean shape. The Procrustes mean is given by:

$$
\begin{equation*}
\overline{\mathrm{x}}=\frac{1}{N} \sum_{i=1}^{N} \mathbf{x}_{i} \tag{4.8}
\end{equation*}
$$

Where $N$ is the number of shapes, $\mathrm{x}_{i}$ is the shape vector of each sample.
5. If the estimated mean has changed return to step 2 (Loop until converged).

The third step is the key of GPA. Alignment mainly includes three parts: translation, scaling and rotation. In the following I will briefly introduce the three steps.

## Translation

Suppose $X_{1}=\left[\left(x_{1}^{1}, y_{1}^{1}, z_{1}^{1}\right),\left(x_{2}^{1}, y_{2}^{1}, z_{2}^{1}\right), \ldots,\left(x_{k}^{1}, y_{k}^{1}, z_{k}^{1}\right)\right]$ and $X_{2}=\left[\left(x_{1}^{2}, y_{1}^{2}, z_{1}^{2}\right),\left(x_{2}^{2}, y_{2}^{2}, z_{2}^{2}\right), \ldots,\left(x_{k}^{2}, y_{k}^{2}, z_{k}^{2}\right)\right]$ represent two different shape information, $k$ is the number of points. Translational components can
be removed from an object by translating the object so that the mean of all the object's points lies at the origin as Eq.4.9.

$$
\begin{equation*}
\bar{x}^{i}=\frac{x_{1}^{i}+x_{2}^{i}+\cdots+x_{k}^{i}}{k}, \bar{y}^{i}=\frac{y_{1}^{i}+y_{2}^{i}+\cdots+y_{k}^{i}}{k}, \bar{z}^{i}=\frac{z_{1}^{i}+z_{2}^{i}+\cdots+z_{k}^{i}}{k} \tag{4.9}
\end{equation*}
$$

Here $i$ represents the number of different shapes. Then their mean is translated to the origin as: $\left[\left(x_{1}^{i}-\stackrel{i}{x}, y_{1}^{i}-\frac{\bar{y}}{y}, z_{1}^{i}-\frac{\bar{z}}{z}\right) ;\left(x_{2}^{i}-\stackrel{i}{x}, y_{2}^{i}-\stackrel{i}{y}, z_{2}^{i}-\frac{i}{z}\right) ; \ldots ;\left(x_{k}^{i}-\bar{x}, y_{k}^{i}-\bar{y}, z_{k}^{i}-\frac{i}{z}\right)\right]$.

## Scaling

Likewise, the scale component can be removed by scaling the object so that the root mean square distance (RMSD) from the points to the translated origin is 1. This RMSD is a statistical measure of the object's scale or size as:

$$
\begin{equation*}
s=\sqrt{\frac{\left(x_{1}^{i}-\bar{x}^{2}\right)^{2}+\left(y_{1}^{i}-\bar{y}\right)^{2}+\left(z_{1}^{i}-\bar{z}\right)^{2}+\cdots}{k}} \tag{4.10}
\end{equation*}
$$

The scale becomes 1 when the point coordinates are divided by the object's initial scale:

$$
\begin{equation*}
\left[\left(x_{1}^{i}-\bar{x}_{x}^{i}, y_{1}^{i}-\bar{y}_{y}^{i}, z_{1}^{i}-\dot{z}_{z}^{\bar{z}}\right) / s ;\left(x_{2}^{i}-\bar{x}, y_{2}^{i}-\bar{y}_{y}^{i}, z_{2}^{i}-\bar{z}_{z}^{i}\right) / s ; \ldots ;\left(x_{k}^{i}-\bar{x}_{x}^{i}, y_{k}^{i}-\bar{y}_{y}^{i}, z_{k}^{i}-\bar{z}^{i}\right) / s\right] \tag{4.11}
\end{equation*}
$$

## Rotation

Suppose $X_{1}{ }^{\prime}$ and $X_{2}{ }^{\prime}$ are two shapes after translation and scaling. Here $X_{1}{ }^{\prime}$ is used to provide a reference orientation. Fix the reference object and rotate $X_{2}{ }^{\prime}$ around the origin, until finding an optimum angles of rotation. In the 3D space, there are three rotation directions: yaw, pitch, and roll. The angles of the rotation directions are represented by $\alpha, \beta, \gamma$, respectively. In practice, SVD is used to calculated the rotation matrix as:

$$
\mathbf{V U}^{\mathbf{T}}=\left[\begin{array}{ccc}
\cos \alpha \cos \gamma-\cos \beta \sin \alpha \sin \gamma & -\cos \beta \cos \gamma \sin \alpha-\cos \alpha \sin \gamma & \sin \alpha \sin \beta  \tag{4.12}\\
\cos \gamma \sin \alpha+\cos \alpha \cos \beta \sin \gamma & \cos \alpha \cos \beta \cos \gamma-\sin \alpha \sin \gamma & -\cos \alpha \sin \beta \\
\sin \beta \sin \gamma & \cos \gamma \sin \beta & \cos \beta
\end{array}\right]
$$

$\mathbf{U}$ and $\mathbf{V}$ are unitary orthogonal matrices whose columns give a linear basis of input data's columns and row, respectively. In here, the input data is $\mathrm{X}_{1}{ }^{\mathrm{T}} \mathrm{X}_{2}{ }^{\prime}$.

However, if the object had some noise or local deformation, the cost function of point-based registration will become as:

$$
\begin{equation*}
\min _{T}\left|\mathbf{x}_{F}-T\left(\mathbf{x}_{M}+\mathbf{e}\right)\right|^{2} \tag{4.13}
\end{equation*}
$$

Here e represents local deformation or outlier. It will directly affect the final performance of GPA. Thus in this work, I proposed to use sparse and low rank matrix decomposition to improve the performance of GPA which will be introduced in the next section.

### 4.2.2 Proposed Method

As mentioned above, traditional GPA can be affected by noise or local deformations. Thus, my goal was to remove these effects. I assumed that if the shape information contained noise or local deformations, it could be decomposed into a low-rank matrix and a sparse matrix, and the low-rank matrix could be used to obtain transformed parameters that could be used to improve the registration.

Figure 4.4 shows a flow chat for the proposed method. In the first step, CT images of a liver are segmented manually. This segmentation is performed under the guidance of a physician in order to obtain accurate data on the shape of the liver. One sample is then chosen at random in order to serve as a reference; a rigid registration of the organ-to-organ volume is performed in order to normalize the data and to remove as much as possible of the positional and rotational variations. Each liver volume is then converted to a triangulated mesh surface by using a marching cube algorithm [9]. Prior
to registration, the iterated closest point (ICP) algorithm (proposed by Besl and McKay [10]) was used to find the point correspondences. Following this, GPA is used to calculate the transformation parameters, and the result of GPA is used as the matrix $\mathbf{D}$ in SLRMD. Finally, the accuracy of the registration is improved by the transformation parameters obtained from the low-rank matrix $\mathbf{A}$, and thus the effects of the local deformations are reduced.


Figure 4.4: The flow chart of my proposed method for registration.

### 4.2.3 Experimental Results

Because it is difficult to evaluate the performance of a modelwith real data without having established a ground truth, the proposed method was evaluated using 3D simulation data. Different levels of local deformation degree (LDD), which are similar to noise, were added to a liver shape, and the LDD was then evaluated by determining the signal-to-noise ratio (SNR). Figure 4.5 shows the original shape and one artificial shape. The shape was then rotated by using the simulated transformation matrix. Two evaluation criteria were used; these are introduced below.


Figure 4.5: The original shape and one artificial shape in the experiment.

For the ensemble of the simulated liver shapes, I used the conventional GPA and my proposed strategy to estimate the rotation transformation matrices. I used Rodrigues' rotation formula [11], which can be used to transform all three basis vectors in order to compute the rotation matrix from an axis-angle representation, and this can then be used to evaluate the registration. With the real and estimated rotation matrices, the Rodrigues' transformation matrix can be obtained using Eq. 4.14:

$$
\begin{equation*}
T=R_{\text {real }} \times R_{\text {estimate }}^{T} \tag{4.14}
\end{equation*}
$$

Where $R_{\text {real }}$ is the real rotation matrix, $R_{\text {estimate }}$ is the estimated rotation matrix. Given $T$, a measure metric (an angle $\theta$ ) between the real and estimated rotation matrixes can achieved as the following:

$$
\begin{equation*}
\theta=\arccos ((\operatorname{trace}(T)-1) / 2) \tag{4.15}
\end{equation*}
$$

When $\theta$ is smaller, the result is better. Figure 4.6(a) shows the distribution of Rodrigues' angles used to evaluate the registration with the conventional method and the proposed method when the parameter $\lambda$ in Eq.4.1 was fixed. Red indicates the conventional method, and blue indicates the
proposed method. The horizontal axis indicates the LDD value, and the vertical axis indicates the value of . It can be seen that the proposed method is more stable for local deformations, and in both methods, a smaller LDD results in better registration results.


Figure 4.6: The relationship between LDD and value of evaluation criterions when the parameter $\lambda$ is fixed.

Furthermore, using the available information for the LDD of the simulated liver shapes, I proposed using the coordinates to calculate the distance between the nondeformed landmarks roots (denoted as ' Dist $_{\text {non-defor }}{ }^{\prime}$ ) in order to verify the registration performance, as shown in Eq.4.16, where $N$ is the number of nondeformed points, are the coordinates of the ground truth, and $\left(x_{i}^{o}, y_{i}^{o}, z_{i}^{o}\right)$ are the coordinates of the estimated shape. When this distance is smaller, the result is better. The $\left(x_{i}^{r}, y_{i}^{r}, z_{i}^{r}\right)$ is shown in Figure 4.6(b) for the conventional and the proposed strategies. The definitions used in Figure 4.6(b) are the same as those used in Figure 4.6(a), except that the vertical axis indicates the value of Dist $_{\text {non-defor }}$. It is obvious that the registration performance of my proposed method is better than that of the conventional method.

$$
\begin{equation*}
\sum_{i=1}^{N} \sqrt{\left(x_{i}^{o}-x_{i}^{r}\right)^{2}+\left(y_{i}^{o}-y_{i}^{r}\right)^{2}+\left(z_{i}^{o}-z_{i}^{r}\right)^{2}} \tag{4.16}
\end{equation*}
$$

Figure 4.7 shows the relationship between the parameter $\lambda$ and the evaluation criteria when the

LDD is fixed; Figure $4.7(\mathrm{a})$ shows this for $\theta$, and Figure $4.7(\mathrm{~b})$ shows this for Dist $_{\text {non-defor }}$. It can be seen that the best results are obtained when the value of $\lambda$ is near 0.03 or 0.04 and that as LDD decreases, the registration improves.


Figure 4.7: The relationship between parameter $\lambda$ and value of evaluation criterions when LDD is fixed.

### 4.2.4 Discussion

In this section, I proposed a robust GPA that is obtained by using sparse and low-rank matrix decomposition. The proposed method can remove the effects of noise and local deformations. The low-rank matrix (the matrix of similar global structures) was used to improve the registration results. The proposed method was evaluated with a simulated database and two evaluation criteria. Results of experiments with the simulated data showed that my proposed strategy can achieve registration performances that are better than those of the conventional method.

### 4.3 Cirrhosis Liver Diagnosis based on SLRMD

Chronic liver disease is a major worldwide health problem, and cirrhosis of the liver is a typical chronic disease that can be generally divided into early, middle, and late stages. The appropriate treatment for cirrhosis depends strongly on the accurate estimation of the stage of the disease. Since late-stage cirrhosis is often associated with the occurrence of hepatocellular carcinoma, early detection is essential
in order to investigate the cause and slow the progression of cirrhosis [12].

Many researchers have tried to find ways to accurately diagnose cirrhosis. Some researchers have used various types of imaging to make the diagnosis. For example, Ogawa et al.[13] proposed combining ultrasonographic images with neural network analysis, and Lee et al.[14] introduced a kernel-based classifier for automatic diagnosis of liver diseases from CT images. There are also feature extraction methods, which can be categorized into two groups: texture-based methods and shape-based methods. One of the most commonly used texture-based methods combines the gray level co-occurrence matrix (GLCM), which is based on features from CT images, with neural network classifiers. The research group of Gifu University [15][16] and Kayaalti et al. [17] used texture features as input and classified normal/cirrhotic livers by using, respectively, an artificial neural network (ANN) and a support vector machine (SVM). Both groups obtained promising results.

However, there are limits on the clinical applications of analysis of texture. Besides tissue fibrosis, cirrhosis has another notable characteristic: shape changes occur in the liver during the clinical course of chronic liver diseases [19]. Typical CT volumes are shown in Figure 4.8. The values for normal livers are shown on the left, and those for cirrhotic livers are shown on the right. It can been seen that cirrhosis will cause hypertrophy of the left lobe and atrophy of the right lobe. Although the morphologic changes in the liver can be detected by computed tomography (CT), visual assessment is subjective and is limited in its ability to detect small changes. In my previous work [19], I proposed a statistical shape model (SSM) that used principal component analysis (PCA) to analyze the morphology of the liver and then selected suitable features to be used to diagnose cirrhosis. Machine learning techniques such as SVM and support vector regression (SVR) are used for classification or for estimation of the stage. However, the PCA-based SSM is a global analysis of shape method, and it is difficult to determine to what extent local deformations are due to cirrhosis. In addition, both

SVM- and SVR-based classification are not easy to use and understand for doctors. Thus a simple measure is more useful for doctors.

In this work, I proposed a method based on sparse and low-rank matrix decomposition, that quantitatively analyzes the local shape changes in order to obtain an accurate and practical diagnosis of cirrhosis. The basic idea behind using this decomposition method for local analysis of shape is that the shape of the liver can also be decomposed into two parts: one is a low-rank shape, which can be considered to be that part of the shape that is similar to a normal liver; the other is a sparse error term, which represents the local deformation. My proposed method can be used for the quantitative analysis of local shape changes, and it improves the accuracy of classification, compared to the previous SSM-based global analysis of shape strategy. Furthermore, due to the large deformations caused by cirrhosis, the norm of $\mathbf{E}$ should be larger for abnormal livers than for normal ones. Thus the norm of E can be used as a simple measure for the classification of livers as normal or abnormal. The proposed method was evaluated using a database that includes 30 normal livers and 30 abnormal livers. The results with the proposed method were better than those of the state-of-the-art SSM-based methods.


Figure 4.8: Typical shapes of liver from data: (a) normal and (b) cirrhosis.

### 4.3.1 Related Work

As I mentioned in the previous section, cirrhosis causes significant local shape changes in the liver. In my previous work, I proposed the construction of an SSM for analysis of shape of the liver, based on PCA and using selected suitable modes as features for the diagnosis of cirrhosis. A flowchart for combining SSM with mode selection is shown in Figure 4.9.

The preprocessing parts were similar as those of registration. Figure 4.10 is the schematic diagram of segmentation and normalization. After preprocessing, the matrix of all the samples is $\mathbf{D}=\left[\mathbf{d}_{1}, \mathbf{d}_{2}, \ldots, \mathbf{d}_{M}\right]$, and $M$ is the number of samples. Each column vector (shape) is represented as

$$
\begin{equation*}
\mathbf{d}_{i}=\left(x_{i 1}, x_{i 2}, \ldots, x_{i N}, y_{i 1}, y_{i 2}, \ldots, y_{i N}, z_{i 1}, z_{i 2}, \ldots, z_{i N}\right) \tag{4.17}
\end{equation*}
$$

where $N$ is the number of surface points. In our previous work [19], SSM which was mentioned in section 2.2 was built for making the diagnosis. In order to obtain features that can be used to discriminate between cirrhosis and healthy livers and thus lead to an accurate diagnosis, in reference[19], the authors proposed to combine two methods for selecting the modes. One of these methods is an eigenvector-based method that returns the shape variation that has the largest contribution. The other is a correlation-based method that finds the most distinctive modes.

However, there are existing several problems here. Firstly, PCA treats the error part as dense and i.i.d. Gaussian. While for cirrhosis, the deformation may be sparse and local. Secondly, it is difficult to clearly explain the constructed models in terms of which one manifests the global variations due to the differences between subjects, and which one expresses the local deformations due to the progression of cirrhosis. Even with the proposed method for model selection, it is unclear if the selected models reflect only the deformations due to cirrhosis. Finally, both SVM- and SVR-based classification are not easy to use and understand for doctors. Thus a simple measure is more useful for doctors.


## Conventional Method

Figure 4.9: Flowchart for combining SSM with mode selection.

### 4.3.2 Proposed Method

In this section, I will introduce my proposed strategy for the diagnosis of cirrhosis. I assumed that the shape ensemble of the liver has a low-rank global structure with sparse local deformations. The


Figure 4.10: Schematic diagram of segmentation and normalization.
schematic for sparse and low-rank matrix decomposition for the analysis of local variations in liver shape is shown in Figure 4.11. In different livers, the local deformations will be distinct, which means that the sparsity will be different for each sample in the sparse matrix $\mathbf{E}$. The sparsities of normal livers should be smaller than those of abnormal livers. The deviations of landmarks in the sparse matrix can be considered to be the offsets from the standard model. For instance, if each sample has $N$ landmarks, the offset of one landmark is calculated by Eq.4.18:


Figure 4.11: Schematic for sparse and low-rank matrix decomposition. D is the input data, which, in this paper, are the coordinates of the points on the surface of the shape; $\mathbf{A}$ and $\mathbf{E}$ are the low-rank matrix and the sparse matrix, respectively.

$$
\begin{equation*}
e_{i j}^{o f f s e t}=\sqrt{E_{x}^{i j^{2}}+E_{y}^{i j^{2}}+E_{z}^{i j^{2}}} \tag{4.18}
\end{equation*}
$$

where $E_{x}^{i j}, E_{y}^{i j}, E_{z}^{i j}$ represent the coordinates of the $j^{\text {th }}$ landmark of the $i^{\text {th }}$ sample in the sparse matrix E. Thus for each sample, I can get an offset vector $\mathbf{e}_{i}^{\text {offset }}$. Each element of the vector is $e_{i j}^{\text {offset }}$. The values of the offsets of abnormal livers should be larger than those for normal ones, and thus I can use the norm to make the diagnosis. Based on the differences between offsets, I can use a threshold value to classify the liver into one of two categories by using the L1-norm or the L2-norm of $\mathbf{E}$. The L1-norm and L2-norm for each sample are calculated by Eq.4.19 and Eq.4.20, respectively:

$$
\begin{equation*}
\left\|\mathbf{e}_{i}\right\|_{1}=\sum_{j=1}^{N}\left(\left|E_{x}^{i j}\right|+\left|E_{y}^{i j}\right|+\left|E_{z}^{i j}\right|\right) \tag{4.19}
\end{equation*}
$$

and

$$
\begin{equation*}
\left\|\mathbf{e}_{i}\right\|_{2}=\sqrt{\sum_{j=1}^{N}\left(\left|E_{x}^{i j}\right|^{2}+\left|E_{y}^{i j}\right|^{2}+\left|E_{z}^{i j}\right|^{2}\right)} \tag{4.20}
\end{equation*}
$$

where $\mathbf{e}_{i}$ is a vector that represents the $i^{t h}$ sample in the sparse matrix $\mathbf{E}$. Because I respectively use the L0-norm, L1-norm and the L2-norm of $\mathbf{E}$, and $\mathbf{E}$ is obtained from the sparse and low-rank matrix decomposition, I call my proposed method the L0SLRMD (based on the L0-norm), L1SLRMD (based on the L1-norm) and the L2SLRMD (based on the L2-norm). Figure 4.12 shows the flowchart of the proposed method. In the proposed method, for each new test sample, first calculate the new sparse matrix $\mathbf{E}$ with the training samples, and then use a threshold to classify them. If the number of training samples is sufficient, the norm of $\mathbf{E}$ will not change greatly with the addition of more training samples.


Figure 4.12: Flowchart of the proposed method.

### 4.3.3 Experimental results

In order to validate that the SLRMD can determine the local deformation, I firstly used simulation data for which random local deformation had been added to the initial liver shape(ground truth)
which were shown in Figure 4.13. 1000 surface points were extracted by marching cube method, and randomly chose $5 \%$ positions adding local deformation. The first row of Figure 4.13 is the ground truth shapes which are represented by red. The yellow shapes in the second row are the simulation shapes. The blue ones are the global structures after sparse and low rank matrix decomposition. I can see that after decomposition, the deformations are removed and the ground truth structure is recovered. The last row of Figure 4.13 is the hot map of offsets which were calculated from matrix $\mathbf{E}$. In the hot map, the positive values and negative values mean raised parts and concave parts which were calculated by comparing matrix $\mathbf{A}$ and matrix $\mathbf{D}$. It illustrates that the matrix $\mathbf{E}$ is sparse.

I also used 30 normal livers and 30 livers affected by cirrhosis, for a total of 60 livers. The size of each liver is $256 \times 256 \times 79$, and the spacing of each shape is $0.63 \times 0.63 \times 2.5(\mathrm{~mm})$. From each liver, 1000 surface points were extracted. Meanwhile in this paper, I set hyper-parameter $\lambda=1 / \sqrt{N}$, where $N$ is the dimension of sample. In reference[6], Cands et al proved this hyper-parameter is the best one for this problem.. And in my experiment, when I adopted $\lambda$ as the previous equation, the rank of $\operatorname{matrix} \mathbf{A}$ is 8 which was shown in Figure 4.14.

Meanwhile, Figure 4.15 (a) showed the absolute value of matrix E. It illustrated that the normal data is more sparse than abnormal data. However, matrix $\mathbf{E}$ cannot directly reflect the magnitude of deformation, thus an offset matrix was calculated as shown in Figure 4.15(b). Each element of offset matrix was calculated as Eq.4.21:

$$
\begin{equation*}
e_{i j}^{o f f s e t}=\sqrt{E_{x}^{i j^{2}}+E_{y}^{i j^{2}}+E_{z}^{i j^{2}}} \tag{4.21}
\end{equation*}
$$

where $E_{x}^{i j}, E_{y}^{i j}, E_{z}^{i j}$ represent the values of the $j^{t h}$ landmark of the $i^{t h}$ sample in the sparse matrix E. Figure 4.15 illustrates that the non-sparsity and offset of normal data are both smaller than those of abnormal ones. For quantitative analysis, non-sparsity and average value of offset which was


Figure 4.13: Simulation Data. Each column belongs to the same sample. The ground truth shapes are represented by red. The yellow shapes in the second row are the simulation shapes. The blue ones are the global structures after sparse and low rank matrix decomposition. The last row of is the hot map of offsets which were calculated from matrix $\mathbf{E}$.
calculated as Eq.4.22 were given in Table 4.1.

$$
\begin{equation*}
\text { average_offset }=\frac{1}{N_{k} \times M} \sum_{i=1}^{N_{k}} \sum_{j=1}^{M} e_{i j}^{o f f s e t} \tag{4.22}
\end{equation*}
$$

where $N_{k}$ is the number of normal samples $(k=1)$ or abnormal $\operatorname{samples}(k=2), M$ is the the number of surface points, in this paper, $M=1000$. From Table 4.1, I can see that the non-sparsity of normal data is $14.6 \%$, however that of abnormal data is nearly $30 \%$. Furthermore, average offset


Figure 4.14: The distribution of singular values of matrix $\mathbf{A}$.
of abnormal data was more than three times of that of normal data. And Std. is the Abbreviation of standard deviations.


Figure 4.15: (a) is the Matrix $\mathbf{E}$ and (b) is the offset matrix.

Table 4.1: The non-sparsity which is the percentage of non-zero elements in the vector or matrix and the average offset and standard deviations (Std.) of each category.

|  | non-sparsity | average offset | Std. |
| :---: | :---: | :---: | :---: |
| Normal Data | $14.6 \%$ | 0.52 | 0.53 |
| Abnormal Data | $29.5 \%$ | 1.78 | 1.4 |

In Figure 4.15 some samples are different from other samples in the same category, such as normal data 17 and 30 , abnormal data 15. Figure 4.16 and Figure 4.17 showed some normal data and abnormal data including the samples mentioned above. The yellow shapes in the top row are the original shapes. The second row is the global structure of each sample represented by red. As shown in Figure 4.16, in spite of data 17 and 30 are normal data, they have larger deformation than other normal data, which can be considered as a shape variation of the normal liver. It should be noted such shape variations is rare (only 2 cases among 30 cases). Though such normal data will be classified as abnormal cases (false positive), I can reduce the number of such false positive data by adding texture information (it will be my future work). Meanwhile, Figure 4.17 gives the visualizations of four abnormal data, where the data $2,5,3$ from columns 1-3 manifest the local deformations (large magnitude offset in local parts) as the clinic explanations of cirrhosis. However, data 15 is already in the late stage of cirrhosis, and gives very large deformation which leads to high-abnormal measure.

As shown in Table 4.1, the non-sparsity and average offset of normal data are both smaller than those of abnormal ones, thus I can use the norm of matrix $\mathbf{E}$ for classification. Figure 4.158(a) and Figure 4.18 (b) show the plots and histograms of different norm for the sparse matrix $\mathbf{E}$, respectively. From Figure 4.18, it illustrated that I can easily classify two categories by using a simple threshold. For instance, when the value of threshold was set as 500 for L1SLRMD, the false positive is nearly 0.07 and true positive is nearly 0.97 . With changing the threshold, I can get different false positive and true positive to plot ROC curve shown in Figure 4.19. Because the diagnosis accuracy of abnormal samples is more important in clinical applications, the abnormal data is considered as positive samples


Figure 4.16: Normal Data. Each column belongs to the same sample. The top row is original shapes which are represented by yellow, and the red represents the global structure(matrix A). The last three rows are the hot map of offsets from different view direction: front view, right view and bottom view, respectively.


Figure 4.17: Abnormal Data. Each column belongs to the same sample. The top row is original shapes which are represented by yellow, and the red represents the global structure(matrix $\mathbf{A}$ ). The last three rows are the hot map of offsets from different view direction: front view, right view and bottom view, respectively.
in this paper.

In order to show the advantage of my proposed method, I compare my method with the conventional method which used SVM or Adaboost as a classifier, and tenfold cross validation method was adopted. While for the proposed method, it doesn't need cross-validation, because it needs to decompose the training samples and test samples together. Thus the decomposition results will be same, regardless which data are used for test. I chose the first 13 eigenvectors, linear kernel was adopted for SVM and 4 weak learners were selected for Adaboost. The ROC curve of these two methods were also shown in Figure 4.19. It illustrated that when the true positive got $100 \%$, false positive of proposed method is the smallest. In this paper, the ROC curve was fitted by curve fitting method proposed by C.E.Metz [20].

Meanwhile, I can get the highest recognition rate of overall data from ROC curve. The highest recognition rate of different methods are shown in Table 4.2. I can see that the performance of the proposed method is better than those of the SSM-based methods. The best recognition rate was 0.95, which was attained by using my proposed strategy. Furthermore, I also gave the area under the curve(AUC) of ROC in Table 4.2. The value of AUC is larger, the performance is better. From Table 4.2 , it showed that AUC of the proposed method is better than those of SSM-based methods, which means the performance of proposed method is better. The result of L0SLRMD is worse than those of L1SLRMD and L2SLRMD, because L0SLRMD only considers the sparsity of $\mathbf{E}$, while deformation degree is also very important. Meanwhile we repeated tenfold cross validation six times, each method got an AUC vector which was used to do t-test for statistically comparing with each method in Table 4.3. It illustrates that the performances of L1SLRMD and L2SLRMD are same with each other, and they are better than other methods.


Figure 4.18: The plot and histograms from the L0-norm to L2-norm for the sparse matrix E. I used the percentage of non-zero elements(non-sparsity) to replace L0-norm for intuitive display. The left column shows the plots, and the right column shows histograms.

Table 4.2: The highest recognition rate of and area under the curve(AUC) of different methods.

|  | SSM+SVM | SSM+Adaboost | L0SLRMD | L1SLRMD | L2SLRMD |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Recognition Rate | 0.87 | 0.83 | 0.87 | $\mathbf{0 . 9 5}$ | $\mathbf{0 . 9 5}$ |
| AUC | 0.86 | 0.81 | 0.88 | $\mathbf{0 . 9 1}$ | $\mathbf{0 . 9 1}$ |



Figure 4.19: The ROC curve of different methods.

Table 4.3: t -test results of different methods.

|  | L0SLRMD | L1SLRMD | L2SLRMD | SSM+SVM | SSM+Adaboost |
| :---: | :---: | :---: | :---: | :---: | :---: |
| L0SLRMD | 1 | 0 | 0 | $2.9 \mathrm{e}-4$ | 0.21 |
| L1SLRMD | 0 | 1 | 1 | $2.2 \mathrm{e}-5$ | 0.028 |
| L2SLRMD | 0 | 1 | 1 | $2.2 \mathrm{e}-5$ | 0.028 |
| SSM+SVM | $2.9 \mathrm{e}-4$ | $2.2 \mathrm{e}-5$ | $2.2 \mathrm{e}-5$ | 1 | 0.37 |
| SSM+Adaboost | 0.21 | 0.028 | 0.028 | 0.37 | 1 |

### 4.3.4 Discussion

In this section, I have proposed a robust method for medical diagnosis that uses images and is based on sparse and low-rank matrix decomposition. It is well known that livers from different subjects have a similar overall structure, indicating that the liver shape ensemble should be of low rank. However, cirrhosis can lead to local deformations, and these changes can be considered sparse with respect to the whole liver. Therefore, in this study, I proposed applying sparse and low-rank matrix decomposition in order to separate the local deformation (sparse error matrix $\mathbf{E}$ ) from the global structure (low-rank
matrix $\mathbf{A}$ ), using a given liver shape as input $\mathbf{D} . \mathbf{D}$ is the matrix of landmark coordinates, and it was initialized by using rigid registration. The sparse matrix $\mathbf{E}$ is then used to make the diagnosis. In general, normal livers have smaller local deformations than do abnormal livers; this means that the sparse matrix $\mathbf{E}$ of a normal liver has a smaller norm. Therefore, I have proposed a method that is based on a threshold classifier for the norm of $\mathbf{E}$, in order to differentiate normal and abnormal livers. The proposed method was evaluated using a database of liver image information and was compared with various SSM-based methods. The experimental results indicated that the performance of the proposed method was better than those of the SSM-based methods.

### 4.4 Incremental SLRMD

In Section 4.2, SLRMD was introduced. Though many methods have been proposed to solve SLRMD, all of them share the problem of large data and the need to repeat calculations when new samples are added. Thus, none are convenient for real applications. In this section, I will introduce an incremental SLRMD that uses an alternating greedy algorithm for L0-norm regularization. This method can solve the problem of large data, and when new samples are added, it can obtain the new subspace from the old one. Before introducing the proposed method, I will discuss some related work.

### 4.4.1 Incremental Singular Value Decomposition

Singular value decomposition (SVD) is a factorization of a real or complex matrix, it provides a bilinear factoring of a data matrix $\mathbf{D}$ :

$$
\begin{equation*}
\mathbf{U}_{p \times r} \operatorname{diag}\left(\mathbf{S}_{r \times r}\right) \mathbf{V}_{r \times q}^{T} \stackrel{S V D_{r}}{\leftarrow} \mathbf{D}_{p \times q}, r \leq \min (p, q) \tag{4.23}
\end{equation*}
$$

where $\mathbf{U}$ and $\mathbf{V}$ are unitary orthogonal matrices whose columns give a linear basis for $\mathbf{D}$ 's columns and rows, respectively. For low-rank phenomena, $r \ll \min (p, q)$, implying a parsimonious explanation
of the data.

Then assumed that an existing rank-r matrix as in Eq.4.23. When given a new matrix whose columns contain additional multivariate measurements. Let $\mathbf{L} \doteq \mathbf{U} \backslash \mathbf{C}=\mathbf{U}^{T} \mathbf{C}$ be the projection of C onto the orthogonal basis $\mathbf{U}$, also known as its eigen-coding. Let $\mathbf{H} \doteq\left(\mathbf{I}-\mathbf{U U}^{T}\right) \mathbf{C}=\mathbf{C}-\mathbf{U L}$ to be the component of $\mathbf{C}$ orthogonal to the subspace spanned by $\mathbf{U}$. ( $\mathbf{I}$ is the identity matrix.) The rank of matrix $\mathbf{U}$ is $r, r \ll \min (p, q)$, thus $\left(\mathbf{I}-\mathbf{U U}^{T}\right)$ does not equal zero. Finally, let $\mathbf{J}$ be an orthogonal basis of $\mathbf{H}$ and let $\mathbf{K} \doteq \mathbf{J} \backslash \mathbf{H}=\mathbf{J}^{T} \mathbf{H}$ be the projection of $\mathbf{C}$ onto the subspace orthogonal to $\mathbf{U}$. For example, $\mathbf{J K} \stackrel{\text { QR }}{\leftarrow} \mathbf{H}$ could be a QR-decomposition of $\mathbf{H}$ [21]. Consider the following identity:

$$
\begin{align*}
{[\mathbf{U J}] } & =\left[\begin{array}{cc}
\operatorname{diag}(\mathbf{S}) & \mathbf{L} \\
0 & \mathbf{K}
\end{array}\right]\left[\begin{array}{ll}
\mathbf{V} & 0 \\
0 & \mathbf{I}
\end{array}\right]^{T} \\
& =\left[\mathbf{U}\left(\mathbf{I}-\mathbf{U}^{T}\right) \mathbf{C} / \mathbf{K}\right]\left[\begin{array}{cc}
\operatorname{diag}(\mathbf{S}) & \mathbf{U}^{T} \mathbf{C} \\
0 & \mathbf{K}
\end{array}\right]\left[\begin{array}{ll}
\mathbf{V} & 0 \\
0 & \mathbf{I}
\end{array}\right]^{T}  \tag{4.24}\\
& =\left[\mathbf{U} \operatorname{diag}(\mathbf{S}) \mathbf{V}^{T} \mathbf{C}\right]=[\mathbf{D} \mathbf{C}]
\end{align*}
$$

Like an SVD, the left and right matrices in the product are unitary and orthogonal. The middle matrix, which denote as $\mathbf{Q}$, is diagonal. To update the SVD $\mathbf{Q}$ must be diagonalize. Let

$$
\begin{equation*}
\mathbf{U}^{\prime} \operatorname{diag}(\mathbf{S}) \mathbf{V}^{\prime^{T}} \stackrel{S V D}{\leftarrow} \mathbf{Q} \tag{4.25}
\end{equation*}
$$

and

$$
\mathbf{U} \leftarrow[\mathbf{U} \mathbf{J}] \mathbf{U}^{\prime} ; \mathrm{S} \leftarrow \mathbf{S}^{\prime} ; \mathbf{V} \leftarrow\left[\begin{array}{cc}
\mathbf{V} & 0  \tag{4.26}\\
0 & \mathbf{I}
\end{array}\right] \mathrm{V}^{\prime}
$$

Especially when $\mathbf{c}=\mathbf{C}$ is a single column vector, vector $\mathbf{k}$ will be $\mathbf{k}=\mathbf{K}=\left\|\mathbf{c}-\mathbf{U U}^{T} \mathbf{c}\right\|$ and vector $\mathbf{j}$ will be $\mathbf{j}=\mathbf{J}=\left(\mathbf{c}-\mathbf{U U}^{T} \mathbf{c}\right) / \mathbf{k}$, respectively. In reference [22] mentioned that the SVD
is usually computed by a batch $\mathrm{O}\left(p q^{2}+p^{2} q+q^{3}\right)$ time, while the incremental method can decrease the time as $\mathrm{O}\left(p q r^{2}\right)$, and the advantage in-memory storage requirements are reduced from $\mathrm{O}(p q)$ to $\mathrm{O}(r(p+q+r))$.

### 4.4.2 Alternating Greedy Algorithm for L0-norm Regularization

## L0-norm Regularization:

Derived from the original problem shown in Eq.4.2, the optimization over a sparse error matrix $\mathbf{E}$ becomes the following:

$$
\begin{equation*}
\min _{\mathbf{E}}\|\mathbf{M}-\mathbf{E}\|_{2}^{2}+\lambda\|\mathbf{E}\|_{0} \tag{4.27}
\end{equation*}
$$

where $\mathbf{M}=\mathbf{D}-\mathbf{A}$ is the reconstruction error. In addition, define $\operatorname{vec}(\mathbf{E}) \in \mathrm{R}^{m n \times 1}$ as the vector form of the matrix $\mathbf{E}$, and then the L0-norm regularized problem of Eq. 4.27 is equivalent to:

$$
\begin{equation*}
\min _{\mathbf{E}}\|v e c(\mathbf{M})-\operatorname{vec}(\mathbf{E})\|_{2}^{2}+\lambda\|v e c(\mathbf{E})\|_{0} \tag{4.28}
\end{equation*}
$$

As mentioned above, this problem can be solved directly by the greedy pursuit algorithm, iterative thresholding, or by relaxing it to the L1-norm as a convex surrogate. To solve this problem, the authors in [23] developed a specifically designed greedy algorithm to solve Eq. 4.28 efficiently; this is equivalent to the following form:

$$
\begin{equation*}
\min _{E}\|\operatorname{vec}(\mathbf{E})\|_{0} \text {, s.t. }\|v e c(\mathbf{M})-\operatorname{vec}(\mathbf{E})\|_{2} \leq \varepsilon \tag{4.29}
\end{equation*}
$$

Compared to the L1-norm surrogate, the L0-norm regularization tends to be sparser with fast greedy algorithms, although it lacks guarantees of stability [24].

## Alternating Greedy Algorithm for L0-norm Regularization:

I note that when the matrix A is known, the cost function of SLRMD, Eq. 4.2, is equivalent to Eq. 4.27. Motivated by the greedy algorithms [24] for sparse representation, the greedy alternating optimization is shown in Figure 4.20.

```
                    Alternating greedy algorithm for \(\mathrm{L}_{0}\)-norm regularization
Input: Matrix \(\mathbf{D} \in \mathbf{R}^{m \times n}\), and initial value \(\mathbf{E}^{(0)}=\mathbf{0}^{m \times n}\), iteration number \(t=1 \beta\)
Output: Matrix \(\mathrm{A}, \mathrm{U}, \mathrm{S}, \mathrm{V}\) and E
while do
    \(\left[\mathbf{U}^{(t)}, \mathbf{S}^{(t)}, \mathbf{V}^{(t)}\right]=\operatorname{SVD}\left(\mathbf{D}-\mathbf{E}^{(t-1)}\right)\) and \(\mathbf{M}=\mathbf{D}-\mathbf{U}^{(t)} \mathbf{U}^{(t)^{\mathrm{T}}} \mathbf{D}\)
    Assign the constant vector \(\mathbf{x}=\operatorname{vec}(\mathbf{M})\), the residual vector \(\mathbf{r}=\mathbf{x}\),
    and the set of indices of non-zero elements \(i=\emptyset\)
        while \(\|r\|_{\infty} \geq \epsilon\) do
            Return the index with the maximum absolute value: \(s=\underset{j}{\arg \max }\left|r_{j}\right|\)
            Set \(\boldsymbol{i}(s)=1\) and get \(\mathbf{e}=\mathbf{x}_{\boldsymbol{i}}\) from \(\mathbf{x}\) corresponding to the index set \(\boldsymbol{i}\)
            Update the residual vector \(\mathbf{r}=\mathbf{x}-\mathbf{e}\)
            Assign \(\operatorname{vec}\left(\mathbf{E}^{(t)}\right)=\mathrm{e}\) in vector form
        end while
    \(t=t+1\) until convergence
end while
\(\mathbf{E}=\mathbf{E}^{t}, \mathbf{A}=\mathbf{D}-\mathbf{E}, \mathbf{U}=\mathbf{U}^{t}, \mathbf{S}=\mathbf{S}^{t}, \mathbf{V}=\mathbf{V}^{t^{t}}\)
Return A, E, U, S, V
```

Figure 4.20: Alternating Greedy Algorithm for 10-norm Regularization.

### 4.4.3 Proposed Method and Experimental Results

In the previous section, I introduced a method to solve the SLRMD: the alternating greedy algorithm for L0-norm regularization. This method is also a batch processing method. If the size of database is large or when new data are added, it will have the same problem that was discussed above for PCA. Thus, I wished to find an incremental method. I noted that the first iteration in the alternating greedy algorithm for L0-norm regularization is an SVD, and the matrix $\mathbf{E}$ is calculated from the reconstruction error. Thus, I use an incremental SVD to replace the SVD in the iteration. As a result, when new data are received, it can be used to adjust the subspace and to obtain the new reconstruction error,
which can then be used to calculate the new sparse matrix E. Figure 4.21 shows the flowchart of the proposed method.

Derived from SLRMD to incremental SLRMD


Figure 4.21: Incremental Sparse and Low Rank Matrix Decomposition.

To evaluate the proposed method for diagnosis of liver cirrhosis, I used the database mentioned in Section 4.4.4. I used the alternative greedy algorithm for L0-norm regularization as the batch method to recalculate the sparse matrix $\mathbf{E}$. The L2-norm was used for classification. The classification rate was $93 \%$, which is close to the result of the previous experiment. For the proposed method, the leave-one-out method was used: one data point was used as the incremental data point, and the others were used to obtain the original matrices $\mathbf{A}$ and $\mathbf{E}$. I calculated the correlation value between the matrices $\mathbf{E}$ and $\mathbf{A}$ calculated using the batch method and those calculated using the proposed method; this is shown in Figures 4.22 and 4.23, respectively.

From these figures, it can be seen that most matrices E have a correlation value of nearly 0.95 and most matrices A have a correlation value of nearly 0.99 ; this means that the proposed method can recover most of the original matrices E and A . The final classification rate is 0.9 . Although the final result of the proposed method is $3 \%$ less than that of the original batch method, the size of the database was small; so if missing samples had been classified, this means that the classification rate would decrease to $1 \%$. If the size of dataset were increased, the results of the proposed method


Figure 4.22: The correlation value of matrix E.


Figure 4.23: The correlation value of matrix A.
would be closer to that of the original method. In Figure 4.24 showed the computation time of batch method and incremental method. Blue represents the batch method and red represents the incremental method. The average computing time of proposed method is 2 second less than that of the batch method which is 40 second. Furthermore, the computing time of batch method will become very large with the size of data increasing, while computing time of proposed method is constant.


Figure 4.24: Computation time of batch method and incremental method.

### 4.4.4 Discussion

In this section, I introduced an incremental method based on SVD to avoid the need to recalculate the sparse and low-rank matrix decomposition when adding new samples. It is not practical to recalculate the matrix for cirrhosis liver diagnosis each time a new patient is evaluated, since this would be time consuming and would require a large amount of data to be stored, due to the large amount of data in medical images. In an experiment, I used the same data as were used for the experiment in Section 4.2.4. The proposed incremental method was able to recover the results that were calculated by the batch method (alternative greedy algorithm for L0-norm regularization). The computation time of the proposed method was less than that of the batch method. In this version, all of the parameters were determined manually; as an area of future work, I will explore how they might be set automatically for each dataset.
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## Chapter 5

## Conclusion

With the development of computer science, Computer-Aided diagnosis (CAD) have been incorporated into our lives. The basic idea of CAD is to extract useful features (shape and texture features) from medical images and then use machine learning methods to give or generate a second opinion for doctors' final diagnosis. In this thesis, I proposed several methods based on statistical analysis of shape and texture for computer aided diagnosis. The contributions of the thesis are summarized as following.

Firstly, I described a statistical texture modeling method for medical volumes which is known as LTC which is an extension of GND-PCA. The medical volume such as the volume of the liver is represented by a linear combination of basis. Each basis are mutual independence and more discriminate than GND-PCA. In my experiments, I compared both reconstructed results and classification results of LTC and GND-PCA. As for reconstruction results, the performance of LTC was superior to that of GND-PCA. Additionally, in the classification part, I firstly chose the distinctive basis through the correlation between category labels and the coefficients of basis of LTC. And then the selected basis were used for classification. The classification accuracy was significantly improved by using selected distinctive basis.

Secondly, I proposed a robust GPA by using sparse and low-rank matrix decomposition. Image
registration was a challenging work due to the noise or local deformation. Thus I used sparse and lowrank matrix decomposition to remove the noise or local deformation which can be formulated as sparse error, and then used low-rank matrix (similar global structures) to achieve more exact registration result. The registration performance was evaluated by simulation data. Experimental results on simulated data showed that my proposed strategy can achieve promising registration performances compared with the conventional method. In the future, I will use my method for real data.

Thirdly, I also proposed a robust method for medical diagnosis based on sparse and low-rank matrix decomposition. It is well known that livers from different subjects have a similar overall structure, indicating that the liver shape ensemble should be of low rank. However, cirrhosis can lead to local deformations, and these changes can be considered sparse with respect to the whole liver. Therefore, in this study, I applied SLRMD to separate the input shape information $\mathbf{D}$ into the noise or local deformation part (sparse matrix $\mathbf{E}$ ) and the global similar structure (low rank matrix $\mathbf{A}$ ). Then the sparse matrix $\mathbf{E}$ was used to make the diagnosis. In general, normal livers have smaller local deformations than those of abnormal livers; that means the sparse matrix $\mathbf{E}$ of a normal liver has a smaller norm. Therefore, I proposed a method that was based on a threshold classifier for the norm of $\mathbf{E}$, in order to distinctive normal and abnormal livers. The proposed method was evaluated by using a liver database and was compared with various SSM-based methods. The experimental results indicated that the performance of the proposed method was better than those of the SSM-based methods.

Finally, I introduced an incremental sparse and low rank matrix decomposition based on ISVD. Conventional sparse and low rank matrix decomposition is not practically for cirrhosis liver diagnosis due to recalculating when given a new test sample(patient). Meanwhile it is time-consuming and need to cost large memory to save the data because of the large size of medical image. From the
experimental results, it illustrated that the proposed incremental method can recover the result which was calculated from batch method. Meanwhile the computation time of proposed method is also less than that of batch method. In the future, I will consider the issue about parameters in the algorithm. In this version, all the parameters were given manually, I want to set the parameters automatically based on the database.
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[^0]:    ${ }^{1}$ if the tensors do not have zero-mean, I can subtract the mean-value from each tensor to obtain a new series of tensors $\mathcal{A}^{\prime}{ }_{i}$ which have zero-mean, i.e. $\mathcal{A}^{\prime}{ }_{i}=\mathcal{A}_{i}-\frac{1}{M} \sum_{i=1}^{M} \mathcal{A}_{i}$

