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abstract

In recent years, handheld terminals like smartphones have spread into our lives. Accord-

ingly, user-generated content has become dominant in the Web. This kind of content

is mainly distributed by SNS which often distributes content to outside of targeted

areas, because it is hard to control the geographical extent of content distribution in

SNS. Meanwhile, the author of content is one of the most important factors of UGC.

Most existing services require mutual user evaluation with a voting mechanism or other

reputation mechanisms which tend to increase the load of central servers. In addition,

large size content like videos increases a traffic load on networks.

In this thesis, to resolve the problems of such content distribution environments,

three approaches are proposed: (1) a method to create user clusters which enables the

control of the geographical extent of content distribution, (2) a method to distribute

content and aggregate reputation without central servers, and (3) a method to redirect

content requests at layer-2. In the first method, the clustering method organizes places

where content is exchanged into hierarchies so that the extent of content distribution

can be controlled with its parameters to swap user records among nodes organizing

clusters. The second method makes content distribution and reputation aggregation

work efficiently in a P2P manner. The simulation results provide insights on trade-offs

between consumed network resource and required time for content distribution and rep-

utation aggregation. As the third method, a layer-2 redirect method is implemented

on top of the OpenFlow programmable switch platform. It shows a better performance

compared with a conventional redirect system working at layer-3. Simulation results

conducted in random networks also show that the proposed system works collabora-
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tively on user demands, which reduces the load of central servers and improves the user

experience.

The proposed three methods resolve respective problems at a certain level. Using

the three methods, a new user-behavior driven infrastructure can be constructed for

content distribution environments. It enables the control of the geographical extent of

content distribution, simultaneous content distribution and reputation aggregation, and

seamless content delivery reducing the utilization of central servers or clouds. In other

words, the distribution of content can be controlled geographically with the assurance

of the quality of information under an efficient network environment.
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Chapter 1

Introduction

1.1 Information Exchange in Daily Life

In recent years, handheld terminals like smartphones have spread into our lives. Accord-

ingly, user-generated content (UGC) has become dominant in the Web [1]. Through

user centric media such as Twitter, Facebook, and YouTube, users are producing and

consuming UGC actively. UGC is not only useful in daily life but also in serious in-

cidents and natural disasters. In some cases, users can get information about them

earlier than traditional media like TV and radio [2]. This kind of contents is mainly

distributed by SNS. Users living in a specific area value local news of their area as

well as global news, while they pay little attention to local news of other areas. In

other words, information has its appropriate distribution extent. Unfortunately, SNS

often distributes content to outside of targeted areas, because it is hard to control the

geographical extent of content distribution in SNS.

1.2 Content Distribution and Reputation Aggregation

Content a specific user creates is evaluated by other users in the process of distribution.

The author of content is one of the most important factors of UGC. Even if the same

content is distributed, its credibility varies with its author. Most existing services re-

quire mutual user evaluation with a voting mechanism or other reputation mechanisms.

1



CHAPTER 1. INTRODUCTION

However, those mechanisms tend to increase the load of central servers.

Generally UGC is treated by the conventional client-server architecture. This means

that, with the help of cloud computing, there is no limit of scalability in a sense if anyone

can provide enough funds. Although cloud computing enables both content distribution

and reputation aggregation with its availability and scalability, it is better to minimize

the use of clouds because of cost problems and some other reasons, such as benefiting

from P2P-based systems.

Meanwhile, P2P-based content sharing systems have been used to realize scalable,

fault-tolerant and sometimes anonymous content sharing [3]. In addition, P2P-based

systems can exploit local networks of user terminals such as LAN and MANET. Some

academic and commercial projects have tried to mix the two paradigms to take ad-

vantages of both [4]. For instance, the cloud can be used just for bootstrapping P2P

networks because of its availability.

1.3 Efforts for Content Delivery

The amount of Internet traffic has been growing beyond the enhancement of its capac-

ity. Moreover the amount of published information is also growing at an exponential

rate. Large size content like videos increases a traffic load on networks. Consequently,

there are the demands on performance, robustness, and low latency for a worldwide

Internet population. These problems are often addressed as exaflood [5] and informa-

tion explosion [6]. In Japan, the Ministry of Education, Culture, Sports, Science and

Technology has supported researches related to these phenomena [7].

To meet the demand on performance, robustness, and low latency, traditional solu-

tions have led to web proxy cache systems (hereinafter just referred to as cache systems).

Cache systems process requests from clients on behalf of web servers. Currently, cache

systems are generally accessed through layer 4-7 scripts and commands, such as the

2



CHAPTER 1. INTRODUCTION

route command on Posix systems, and usually, manual configuration or JavaScript code

for proxy settings. As another approach, DNS records which are used to resolve web

servers’ IP address are often rewritten to make clients use cache systems such as CDNs

(Content Delivery Network). Thus, administrators and/or clients are forced to struggle

with some tedious and error-prone operations to use these cache systems. This is far

from robustness.

1.4 The Composition

In this thesis, three approaches are proposed to resolve the problems of content dis-

tribution environments. In the first method, places where content is exchanged are

organized into hierarchies so that the extent of content distribution can be controlled.

The second method makes content distribution and reputation aggregation work effi-

ciently in a P2P manner to reduce the load of central servers. As the third method, a

layer-2 redirect method is implemented on top of the OpenFlow programmable switch

platform to deliver content to users requested seamlessly. With these methods, the dis-

tribution of content can be controlled geographically with the assurance of the quality

of information under an efficient network environment.

The rest of this thesis is organized as follows. Chapter 2 introduces a model of user

centric media and basics in the field. Chapter 3 describes a distance-controllable user

clustering method. Chapter 4 explains a method to distribute content and aggregate

reputation in a P2P manner. Chapter 5 proposes a method to deliver content to users

seamlessly on user demands. Finally, Chapter 6 concludes the thesis and gives an

outlook on the future.

3



Chapter 2

Background

2.1 User Centric Media

Ultimately, a human being is a brain which has the five senses as input and muscle

as output. From this viewpoint, it can be said that how information is exchanged

among people adequately affects the quality of human life because the human society

is constructed by information exchange among people. Before the Web has become

popular, most content is created and distributed by mass media. Common people

can just distribute their content by word of mouth even if they have created valuable

content.

Information technology has changed the situation. The Web has provided many

opportunities for people to distribute their original content. Smart devices have enabled

people to create content such as text, images, and videos wherever they are. The real-

time Web which enables people to receive content as soon as it is published has become

popular. Nowadays, content distribution is not only possible by mass media but also

by common people.

The author analyzed and modeled user centric media as illustrated in Figure 2.1.

The model consists of three layers. The small circles indicate user terminals such as

4
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Presenta�on Layer

Communica�on Layer

Cluster Layer

A

A

A
A

A
B

B

C
C C

C
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E
E

E

D

D

D

Figure 2.1: A Three-layer Model of User Centric Media

computers and smartphones. The role of each layer is described below.

2.1.1 Cluster Layer

The cluster layer manages user groups. Users are clustered in accordance with their

interests. Users may belong to multiple groups at the same time. The large circles

surrounding user terminals indicate clusters of user terminals. User terminals marked

with the same label represent the same user terminal.

There are many well-known soft clustering methods [8]. Instead of automatic clus-

tering, users may create, join and leave a cluster manually. This layer is essential to

create user clusters which enables the control of the extent of content distribution. A

method for the clustering is explained in Chapter 3.

Whenever users join/leave a cluster, its event is reported to the communication

layer so that their terminals can be included in or excluded from the target of content

distribution and reputation aggregation. It should be emphasized that user manage-

ment mechanisms in the cluster layer are also responsible for detecting an unexpected

withdrawal of user terminals by periodic check or other methods.

5
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2.1.2 Communication Layer

The communication layer controls how to distribute content and aggregate reputations

in each of clusters. As it is discussed in Chapter 4, this layer plays a vital role for

the circular board method based on Chord, which achieves content distribution and

reputation aggregation simultaneously.

2.1.3 Presentation Layer

The presentation layer provides methods to present content to users. Presentation

methods would vary according to the difference of types of user terminals such as

smartphones, tablets and desktop computers. Although it is not strictly defined how

distributed content must be presented, presentation methods are expected to express

which clusters content came from. Users might belong to several clusters. Content

is delivered from each of the clusters. Even if the same content is posted, it will be

public or foreclosed by the difference in clusters. This means that credibility of content

depends on not only who posted it but also which clusters it came from. For an extreme

example, if a piece of information which says “Japan did default” is distributed in a

joking cluster, most users just skip it because they will never believe it. In contrast, if

it is distributed in an economic cluster, users will be surprised and try to check if it is

true or not in some way. How to express multiple properties of a lot of content could

be an additional research issue.

2.2 Content Distribution on the Web

There is no doubt that the Web is the most common platform for information sharing.

Web contents can be divided into two types. One is the surface Web and the other is the

deep Web [9]. Contents in the surface Web are indexable by crawlers of conventional

search engines which follow links from a list of known web contents to unknown ones. In

6
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contrast, contents in the deep Web are not indexable because of isolated links, dynamic

pages like Flash, and so on.

To obtain content from the Web, URIs of contents must be known in some way.

Keyword search is used to get URIs in general. Of course, with keyword search, contents

in the deep Web cannot be obtained easily. Although several techniques have been

proposed to solve this problem, they have not attained full solution [10].

Even for content in the surface Web, it is not easy to be obtained sometimes because

results of keyword search are different depending on keywords specified by users. This

problem is well known as the digital divide [11]. In short, despite the fact that useful

information exists, some users cannot obtain it.

Meanwhile, the real-time Web such as Twitter which enables users to receive infor-

mation as soon as it is published has become popular. Because of its promptness, it is

getting indispensable for the society in these days. In particular, when serious incidents

and natural disasters have happened, it is not unusual that information about them is

published earlier than traditional media like TV and radio. Typically, services of the

real-time Web have put restrictions on the size of content which users generate. If users

need to create a large content, the content is mainly generated and located on the Web

using other services. Chapter 5 proposes a layer-2 redirection engine which helps such

services to distribute large contents on user demands.

7



Chapter 3

Distance-controllable
User Clustering

3.1 Purpose

One of the simplest models of content distribution in daily life is a person-to-person

propagation model. In a person-to-person propagation model, users exchange informa-

tion when they meet each other.

Figure 3.1 shows relations among users, places, and time in the person-to-person

information exchange. Although user A and user B have visited the same place, they

never exchange information with each other because the time is different. Similarly, user

C never exchanges information with user A and user B, even if they share the same

time, because places are different. From a viewpoint of content distribution, these

geographical distance and temporal distance should be eliminated. For example, if a

geographical distance of 30 km is eliminated, users can exchange information beyond a

distance of 30 km. If a temporal distance of 1 hour is eliminated, users can exchange

information beyond a distance of 1 hour.

More generally, this kind of problem can be treated as user clustering. This chapter

presents a method to create user clusters which enables the control of the extent of

content distribution in the cluster layer.

8
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Place

Time

Figure 3.1: Distance between Users

3.2 Related Work

Several information exchange (or sharing) systems which use user locations have been

proposed and implemented. These systems can be compared with each other from 3

perspectives described below.

1. Locality

Locality is a linkage among locations which a system targeted at. If locality

is high, information exchange among users is only happen in the same place.

If locality is low, information exchange among users happens between remote

locations.

2. Connectivity

Connectivity is divided into 2 types; permanent connection and non-permanent

connection. If connectivity is non-permanent, users can exchange information

only in the same place and the same time. If connectivity is permanent, users

can exchange information even they visit the same place at different time.

9
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3. Activity

Activity is whether users are required or not to take some actions to exchange

information. For example, sending an e-mail message is active but receiving it on

a cellular phone is inactive (passive).

iCAMS [12] is a communication tool utilizing user location and schedule informa-

tion. In iCAMS, a suitable communication means to each user is suggested from an

office phone, a mobile phone, an e-mail, and a special short messaging service of iCAMS

according to its user context. iCAMS has low locality and users can exchange informa-

tion in a remote place. Regarding connectivity, it has permanent connection and users

can exchange information whenever they want. Since iCAMS has been implemented for

existing communities, users cannot exchange information across communities. Activity

of iCAMS depends on a communication means which it has suggested.

Alipes [13] is an architecture for mobile applications utilizing user location informa-

tion. The architecture consists of 4 sections: the positioning platform which provides

user location for applications with abstraction, the privacy and security handler which

grants or denies any location information requests from application, the map service

which provides methods for obtaining map information, and the service infobase which

provides information for applications from the Web and an XML database. As an ap-

plication example, FriendFinder which indicates positional relationships between users

on a map and GeoNotes which enables users to leave/read a note on a particular place

are presented in the paper. If an application is implemented just on the architecture,

the locality will be high and the connectivity will be non-permanent connection. The

activity depends on each application.

Kontti [14] utilizes user context and enable users to exchange a message each other.

For example, a user can leave a message at a particular place for another user who is in

a particular context. Although Kontti has permanent connection, the locality is high

10
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and users are required to take some active operations to put/get a message.

As of 2008 in Japan, there are several information services which focus places which

users visit at such as Kiseki [15] and PiTaPa goopas [16]. Kiseki enables users to

write a diary regarding places where they have visited that day using GPS location

information on a mobile phone. Recommended content is also provided for users based

on geographical action history. PiTaPa goopas delivers information to users via e-mail

when users touch an IC card called PiTaPa at a ticket gate of railway stations. Both

of them has high locality. Kiseki has permanent connection, while PiTaPa goopas does

not have permanent connection. Regarding the activity, Kiseki is active and PiTaPa

goopas could be passive. Meanwhile, all of the content provided by both services are

commoditized information by content providers. They do not support content exchange

between users.

3.3 Distance-controllable User Clustering

3.3.1 User Similarity

The proposed clustering method focuses on places as user location. Each place has

attributes such as theater and/or restaurant. It can be said that places with the same

attributes are similar and users visiting such places are also similar even if users are

visiting different places as long as those places have the same attributes. Considering

the geographical distance, users who visited the same place are more similar than other

users who visited faraway places which have the same attributes. The same holds true

for the temporal distance; users who visited places at the same time are more similar

than other users who visited the places at different time.

3.3.2 The Overlay Location Network

The overlay location network is the core of the proposed user clustering method. It

consists of the following factors.
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First, places which have the same attributes are defined as

P = {p1, p2, p3, · · · , pm} (3.1)

and users who have been to ∀p ∈ P are defined as

U = {u1, u2, u3, · · · , un} (3.2)

Each user u ∈ U has a set of tuples; each tuple consists of a place p user visited and

its time t.

record(u) = {(p, t)} (3.3)

The current time is defined as tc. Note that time t is a temporal interval [t, t + δ)

defined by a short period of time δ in a precise sense.

A set of users u ∈ U who visited p at t is defined as local cluster Lp,t.

Lp,t = {u | u ∈ U, (p, t) ∈ record(u)} (3.4)

Since users share the same place and time, users who belong to the same local cluster

resemble each other. The node Np is defined as a set of local clusters Lp,t in the same

place p during [tc − tu, tc] where tc is the current time and tu is a unit time.

Np =

tc∪
t=tc−tu

Lp,t = {u | u ∈ U, (p, t) ∈ record(u), t ∈ [tc − tu, tc]} (3.5)

Each local cluster holds records of users who have visited its place at its time. Con-

sequently, a node holds records of users who have visited its place during a time unit

(hereinafter called user records). Content is exchanged among users in the same node

under the similarity of the fact that those users have visited the same place during

the same unit time. The temporal distance between users in the same node can be

controlled by changing the length of unit time. In other words, the temporal distance

between users can be eliminated up to a length of unit time.
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Figure 3.2: Content Exchange between Users and User Records Replacement between
Nodes

A set of all nodes Np is defined as the cluster C.

C =

m∪
p=1

Np = {u | u ∈ U, (p, t) ∈ record(u), p ∈ P, t ∈ [tc − tu, tc]} (3.6)

Users in the same cluster has a resemblance to each other, that they have visited places

which have the same attributes during the same time unit. Under the similarity, to

eliminate geographical distance between users, user records in a node are exchanged

with other node in the same cluster. Due to this, the geographical distance can be

eliminated up to a distance between actual places which correspond to a pair of nodes

that user records are exchanged with each other.

Figure 3.2 represents a conceptual diagram of content exchange between users and
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user record replacement between nodes. First, at place px and place py, node Npx and

node Npy are constructed by respective local clusters from time tc − tu to time tc. In

node Npx , user ux1 and user ux2 are enrolled. Similarly, in node Npy , user uy1 and

user uy2 are enrolled. Content exchange between users happens automatically in the

same node. For example, user ux1 and user ux2 may exchange content each other in

node Npx or user uy1 and user uy2 may exchange content each other in node Npy . User

record replacement also happens automatically between nodes. For example, user ux2

in node Npx and uy1 in node Npx may be swapped so that users who visited different

places can exchange content.

3.3.3 Organization of the Overlay Location Network

When the number of nodes in a cluster is large, it is not efficient for each node to

exchange user records with all other nodes. For this reason, nodes in a cluster are

organized in a hierarchy as shown in Figure 3.3. Each node exchanges user records

with other nodes using the links. When making a link between nodes, geographically

close nodes are chosen so that the similarity between users is not to be lost; a user

would be more similar to geographically close users than geographically distant users.

At the same time, content exchange between users that are geographically dispersed

may be valuable in some cases. In order to achieve this kind of content exchange, nodes

in a cluster are divided into several layers. Each layer contains at least one hierarchical

cluster which promotes content exchange among distant users at its correspondent layer

level.

The steps for a method to organize an overlay location network are indicated below.

1. According to intended places, the method defines a unit distance for geographical

distance. It also determines the number of overlay layers.

2. According to intended similarities of places and/or users, the method defines an
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Figure 3.3: A Three-layer Overlay Location Network

estimator which determines whether a link should be established between nodes.

3. From the bottom layer to the top layer, (a) and (b) are repeated until the all

layers have been organized. All nodes must be jointed in the bottom layer.

(a) Links among nodes are created using the estimator.

(b) A cluster head is selected and made to join the next higher layer.

Actual overlay location networks are organized in the simulations later, which will

make each step easy to be understood.

3.3.4 Controlling the Extent of Content Distribution

In the overlay location network, content is exchanged among users who belong to the

same node. Thus, user record replacement among nodes represents that those users

have visited corresponding places virtually. This means that geographical distance

between the corresponding places is eliminated at the same time. Temporal distance

is also eliminated by content exchange of users in a node up to a unit time of its node

definition.

How much user records should be replaced is controlled by 3 parameters shown

below.

The number of replacement is the number of user record replacements executed in

a time unit. This parameter controls how far a user can move virtually from its original
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node. For example, if the number of replacement is 50, a user can virtually get to a

node which is up to 50 hops far away from an original node of the user.

Replacement ratio is a ratio of user records which are going to be replaced. This

parameter value should be in 0-100%. If the number of user recodes in each node is

not equal to another, the smaller number is regard as 100% so that the number of

user recodes in each node is not changed. Replacement ratio controls how many users

should go to other places virtually.

Replacement order is an order of user record replacement in each node and each

layer. This parameter controls virtual pathways of users in the user record replacement

phase. For example, if a cluster is organized by the linked-list structure, an order could

be top down, bottom up, or random.

In the meantime, although user records are possible to be shared by nodes, the

proposed clustering method treats user records as things which are expected to be

replaced to represent user behavior indicating one user visits one place at the same

time. The reason is to make the extent of content distribution easy to be controlled.

Sharing user records represents that a user exists in multiple places at the same time

virtually and increases complexity of the control. For instance, if node Na and node

Nb share a user record of user x, eliminated geographical distance of content exchange

which happened via user x between any user ua in node Na and any user ub in node Nb

is difficult to be measured. As the number of intermediate users for content exchange

grows, it is almost impossible to control and estimate the extent of content distribution.

On the contrary, if user records are replaced, even if there is an intermediate user x for

content exchange, the extent of content distribution can be estimated by controlling a

replacement behavior of user x.
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3.4 Simulation 1: Post Office

The first simulation is targeted at post offices across all over Japan as places where

content exchange is performed. Eliminated geographical distance and temporal distance

are investigated by shifting the values of the 3 parameters: the number of replacement,

replacement ratio, and replacement order.

3.4.1 Simulation Setting

A set of places P (Formula 3.1) is a collection of 19,603 post offices across Japan.

The number of users in each post office is determined by one-hundredth of a normal

distribution that a mean is each prefecture’s population divided by the number of post

offices in its prefecture and a standard division is 20% of the mean. The final number of

users in each post office is divided by 100, because it is unlikely to think that all of them

visit a post office within a time unit. Accordingly, a set of users (Formula 3.2) contains

1,268,551 users in total. A unit time is fixed to one hour and each recorded time t

of user record record(u) (Formula 3.3) is determined by a uniform distribution which

represents that users visit its place during 0 to 59 minutes (δ = 1 minute) uniformly.

Using the above, each local cluster Lp,t (Formula 3.4), each node Np (Formula 3.5),

and the gross cluster C (Formula 3.6) are determined consequently.

A unit distance is kilometer, which is calculated from latitude and longitude in

the equidistant cylindrical projection. Although there is a margin of error between

the real distance kilometer and the calculated kilometer in the equidistant cylindrical

projection, it would be admissible because its range is small. Latitude and longitude

of each post office is obtained from CSV Geocoding Service [17] managed by center for

spatial information science at the University of Tokyo. The number of overlay layers

in the overlay location network is fixed to 3 to represent municipalities as the bottom

layer, prefectures as the middle layer, and whole of Japan as the top layer. The linked-
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list is selected as an organizing topology of nodes in each layer. An estimator which

determines whether a link should be established between nodes is the number of users

in each nodes; that is, nodes are organized into a line from the head node, which has the

largest number of users, to the tail node, which has the smallest number of users. The

head node in each local cluster becomes a cluster head. In the content exchange phase,

2 users are randomly selected within each node and exchange content each other.

Possible replacement order in the linked-list is top down or bottom up. In the top

down replacement, user records are replaced from the top layer to the bottom layer and

from the head node to the tail node within each hierarchical cluster. In the bottom

up replacement, user records are replaced from the bottom layer to the top layer and

from the tail node to the head node within each hierarchical cluster. To investigate

the impact of replacement order on controlling geographical distance and temporal

distance, 4 basic combinations are considered as follows.

• Top down - Top down (hereinafter called TT)

• Top down - Bottom up (hereinafter called TB)

• Bottom up - Top down (hereinafter called BT)

• Bottom up - Bottom up (hereinafter called BB)

For example, if replacement order is TB, user records are replaced in bottom up

after replaced in top down. Another possible replacement order is random.

• Random - Random (hereinafter called RD)

The number of replacement varies by 1 from 0 to 100 step by step. Note that each

step (one replacement) indicates one replacement of user records in the 5 basic combi-

nations. Replacement ratio varies from 0% to 100% by 1%. All content exchange will

18



CHAPTER 3. DISTANCE-CONTROLLABLE USER CLUSTERING

# of replacementE
li

m
in

at
ed

 g
eo

g
ra

p
h
ic

al
 d

is
ta

n
ce

 (
k
m

)

Figure 3.4: Relationship between the Number of Replacement and Eliminated Geo-
graphical Distance

be performed randomly; 2 users are randomly selected within each node and exchange

content with each other.

3.4.2 Result

The mean of temporal distance and geographical distance between users who have

exchanged content is investigated for each combination of the replacement orders.

First, any parameter does not have a substantial impact on eliminated temporal dis-

tance. This means that eliminated temporal distance is independent from user recored

replacement. In any results, eliminated temporal distance distributes around 20 min-

utes which is nearly equal to an expectation value of margins between recorded times

in user records. Remember that all users visit places during 0 to 59 minutes (δ = 1

minute) uniformly. To control temporal distance in content exchange phase, another

method will be needed such as user selection methods considering recorded times in

each user record which determine a pair of users who exchange content each other.

Next, relationship between the number of replacement and eliminated geographical

distance is shown in Figure 3.4. Eliminated geographical distance is monotonically

increasing for any replacement order. Hence, geographical distance can be controlled by

the number of replacement. Meanwhile, averages of eliminated geographical distance
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Figure 3.5: Relationship between Replacement Ratio and Eliminated Geographical
Distance

converges to about 461 km with the sample data of this simulation. This indicates

that eliminated geographical distance is limited when all content exchanges are per-

formed randomly. If this limitation is required to be overcome, another method will be

necessary in the same reason for the temporal distance.

Finally, relationship between replacement ratio and eliminated geographical dis-

tance is shown in Figure 3.5. There is an apparent local maximum point for each

replacement order. In other words, eliminating geographical distance does not simply

increase as replacement ratio increases. If too many user records are replaced, the

probability of content exchange among users who originally enrolled in the same node

becomes higher. One of the reasons why a local maximum of TB and BT is around 63%

would be because replaced user records tend to go back to its original node frequently,

even if user records are replaced between nodes layering up-and-down.

These simulation results have revealed that eliminating temporal distance only de-

pends on a unit time when users visit places temporally-uniformly and content ex-

change is performed randomly. Besides, eliminating geographical distance converges

to a particular value and the increase of eliminated geographical distance does not

monotonically increase; there is an apparent local maximum point.
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3.5 Simulation 2: Railway Station

The second simulation is targeted at railway stations as places where content exchange

is performed. In this simulation, a target of the extent of content distribution is fixed

to 5 stations; users exchange content with other users who visit a station which is

5 stations away from a station of their daily use on average. Replacement order is

also fixed to make the simulation simpler. The impact of remaining 2 parameters, the

number of replacement and replacement ratio, to eliminate geographical distance is

investigated.

3.5.1 Simulation Setting

A set of places P (Formula 3.1) includes all 42 stations of the Keihan Main Line which

is a straight-route railway system (between Yodoyabashi and Demachiyanagi) operated

by Keihan Electric Railway Co., Ltd. A unit time is fixed to one day and the number

of users in each station is 10% of outgoing passengers at each station [18]. Accordingly,

a set of users (Formula 3.2) contains 9,211 users in total. Note that current time tc and

record time t in user record record(u) (Formula 3.3) are out of consideration, because

eliminating temporal distance is not considered in this simulation. Using the above,

each local cluster Lp,t (Formula 3.4), each node Np (Formula 3.5), and the gross cluster

C (Formula 3.6) are determined consequently.

A unit distance is a station which represents how far two stations are apart from

each other. For example, if there is no station between two stations, its geographical

distance is 1 station. If there is one station between two stations, its geographical

distance is 2 stations.

The number of overlay layers in the overlay location network is fixed to 3 to represent

stations which local trains stop at (hereinafter called local stations) as the bottom

layer, stations which express trains stop at (hereinafter called express stations) as the
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middle layer, and stations which limited express trains stop at (hereinafter called limited

express stations) as the top layer. Note that local trains stop at all stations but express

trains and limited express trains just stop at several stations. Express trains stop at all

limited express stations. An organizing topology of nodes in each layer is just as the

railway system; neighboring stations are simply linked on each layer. In the content

exchange phase, every pair of users is selected within each node and exchanges content

with each other.

Replacement order is top down; user record replacement is performed from the top

layer to the bottom layer and to and from Yodoyabashi via Demachiyanagi within each

hierarchical cluster. The number of replacement varies by 1 from 0 to 100 step by step.

Replacement ratio varies from 0% to 100% by 1%.

3.5.2 Result

Geographical distance of all content exchanges is investigated for each combination of

the number of replacement and replacement ratio. From the all cases that geographical

distance becomes 5 stations on average, 3 cases are chosen to look into details:

• 1% - 66 times

A case where replacement ratio is low and the number of replacement is large

• 8% - 8 times

A case where replacement ratio is middle and the number of replacement is middle

• 53% - 1 time

A case where replacement ratio is high and the number of replacement is small

The mean and the maximum of eliminated geographical distance for each case is

shown in Figure 3.6 and Figure 3.7 respectively.

According to Figure 3.6, the 3 cases are similar to each other and eliminated ge-

ographical distance is less than 5 stations on average in more than half stations. In

22



CHAPTER 3. DISTANCE-CONTROLLABLE USER CLUSTERING

For Yodoyabashi ⇔ For Demachiyanagi

E
li

m
in

at
ed

 g
eo

g
ra

p
h
ic

al
 d

is
ta

n
ce

 (
st

at
io

n
s)

Express stationLimited express station Local station

1% - 66 times
8% - 8 times
53% - 1 time

Figure 3.6: Eliminated Geographical Distance - Mean
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Figure 3.7: Eliminated Geographical Distance - Maximum

addition, eliminated geographical distance increases in the middle part of the railway

system and decreases in the each end part of the railway system.

According to Figure 3.6 and Figure 3.7, mean and maximum of eliminated geo-

graphical distance in the case of 1%-66 times tends to be higher than that in the case

of 53%-1 time. In other words, replacement ratio has a greater impact on the extent of

content distribution for limited express stations and express stations. By contrast, the

number of replacement has a greater impact on the extent of content distribution for

local stations as mean and maximum of eliminated geographical distance in the case of

53%-1 time tends to be higher than that in the case of 1%-66 times.
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These simulation results have revealed that eliminating geographical distance in-

creases in the middle part of the railway system and decreases in the each end part

of the railway system when the railway system is a straight route. Additionally, the

extent of content distribution is mainly affected by the number of replacement in the

bottom layer, while the replacement ratio in other layers.

3.6 Discussion

3.6.1 About Simulation 1

The simulation 1 has been targeted at post offices across all over Japan as places where

content exchange is performed and a unit time is fixed to one hour. The simulation

results can be applied to real scenarios that content is exchanged by users who use

post offices in a particular time. For example, elderly people may use post office in

the morning, salaried employee may use in lunch time, and students may use in the

evening.

Meanwhile, the results of TB and BT indicate that replaced user records tend to go

back to its original node frequently. This reversion means that only temporal distance

has been eliminated.

Finally, it is clear that the extent of content distribution can be controlled by the 3

parameters: the number of replacement, replacement ratio, and replacement order. For

instance, if eliminating geographical distance needs to be increased, replacement order

should be BB and replacement ratio should be a local maximum of BB in Figure 3.5.

Under these setting, the extent of content distribution can be simply controlled by the

number of replacement on demand.

3.6.2 About Simulation 2

The simulation 2 has been targeted at railway stations as places where content are

exchanged with the unit time fixed to one day. The simulation results can be applied
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to a real scenario that content are exchanged by common daily users. The users may

exchange content regarding an area. Note that the extent of content distribution is

fixed to 5 stations on average.

Additionally, depending on a layer nodes belong to, the extent of content distri-

bution is strongly affected by the number of replacement or the replacement ratio.

This means that eliminating geographical distance for a user depends on where he/she

has visited. If this difference should be abolished, the number of replacement and the

replacement ratio should be customized for each layer; in the top and middle layer,

the number of replacement should be small and the replacement ratio should be high;

in the bottom layer, the number of replacement should be large and the replacement

ratio should be low. Although, just 3 cases–1%-66 times, 8%-8 times, and 53%-1 time–

are shown in Section 3.5.2, there are a lot of other possible combinations. From the

combinations, it would be easy to select parameters which make an overall average of

the extent of content distribution to be 5 stations like rt%-nt times for the top layer，

rm%-nm times for the middle layer，and rb%-nb times for the bottom layer.

On the other hand, content gathers where people gather in the real world. This

fact implies that it is natural to think that eliminating geographical distance for a

user depends on where he/she has visited in the real world. Therefore, it would be

reasonable to accept the difference.

3.6.3 About the Distance-controllable User Clustering

If the unit time is fixed to short one, content exchange between users who visit a place

in particular time would be promoted. If the unit time is fixed to long one, content

exchange between users who visit a place in general time would be promoted.

Additionally, depending on a layer which nodes belong to and its estimator which

determines whether a link should be established between nodes, the extent of content

distribution is strongly affected by the number of replacement or replacement ratio.

25



CHAPTER 3. DISTANCE-CONTROLLABLE USER CLUSTERING

The setting of parameters should be modified according to whether optimizing a layer

is enough or optimizing all layer is required.

Finally, one place has been corresponded to one node in the overlay location network

(Formula 3.5). Owing to this, it will be easy to implement the overlay location network

as a distributed system. A node corresponds to a server.

3.7 Summary

In this chapter, a method to create user clusters which enables the control of the

extent of content distribution has been proposed. The method uses the overlay location

network which focuses on geographical distance and temporal distance between users.

Simulation results have revealed that the geographical extent of content distribution

can be controlled by the parameters of the proposed method.
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Chapter 4

Content Distribution and
Reputation Aggregation

4.1 Purpose

This chapter proposes to apply the circular board method based on Chord [19] to user

centric media. The application enables to distribute content and aggregate reputation

at the same time efficiently in a P2P manner. The circular board is a part of Japanese

culture and used in communities to share information. If someone wants to distribute

content to their community, he/she puts the content on a (physical) circular board and

the community members pass around the circular board in order (physically). The

community members may take some actions such as signing, making comments, and so

on, when they get the circular board and before they pass it to the next member. This

circular board method would also work well for (digital) user centric media especially

in a P2P manner. Chord is employed to determine the order of passing the circular

board because Chord is the most common algorithm to organize a P2P cyclic topology.

Its cyclic topology makes it possible to effectively collect the reputation from users at

the same time when each piece of UGC passes through user terminals. The results of

simulations provide insights about trade-offs between consumed network resource and

required time for content distribution and reputation aggregation.
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4.2 Related Work

Several system models have been proposed to distribute content to interested users.

While the circular board model can achieve content distribution and reputation aggre-

gation simultaneously, these models only set a goal to content distribution. The same

thing can be said about reputation aggregation algorithms.

4.2.1 Content Distribution

The publish/subscribe model, the gossip model, and the P2P streaming model are three

widely used system models for content distribution.

Publish/Subscribe Model

The publish/subscribe model divides users into publishers and subscribers. Publish-

ers publish information without specific receivers. Subscribers can subscribe to any

publishers and get information published by them.

Twitter is a typical example of the publish/subscribe model and one of the most

popular microblogging services. Users can send posts of up to 140 characters, called

“tweets,” and subscribe to other users’ tweets. This action to subscribe is called “follow”

and subscribing users are called “followers.” Generally Twitter is also regarded as an

online social networking service because of these following-followed relationships. Users

of Twitter are not limited to only individuals but also organizations such as companies

and universities [20]. Automatic programs are also handled as users. That kind of

programs post popular tweets, tweets in specific fields, and so on. In addition, Twitter

has a function, called “retweet,” which enables users to diffuse information they credited

to their followers. These facts mean that users can get information from other users

whom they are not directly following.

Some publish/subscribe services are built on top of a distributed hash table (DHT)

unlike Twitter which is built on the cloud. There are several ways to maintain or
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generate dissemination tree on top of DHT [21]. Ferry [22] proposes an architecture

that extensively yet wisely exploits the underlying DHT overlay structure to build an

efficient and scalable platform for content-based publish/subscribe services. Moreover,

some approaches which enable subscribers to get information from unforeseen publishers

have been tried to provide users more opportunity to get unknown information. For

instance, keyword-based content dissemination has been tried instead of publisher-

based content dissemination [23].

Gossip Model

The gossip model mimics word of mouth in the real world. Information is disseminated

by users who think it is worth spreading. In case of using wireless ad-hoc networks

between mobile terminals, users who did not encounter anyone cannot obtain content.

Using online social networks [24], on the other hand, users can get content wherever

they are in the real world.

The gossip model can be also regarded as an epidemic model especially when gossip

systems work without users’ actions such as sharing with someone. In this case, the peer

sampling is a very important matter. A peer sampling mechanism determines which

peers should share content with which peers. Some gossip peer sampling mechanisms

postulate the cloud and physical network [25]. [4] has proposed a hybrid architecture of

the cloud and P2P based on Cyclon [26]. It has also shown that the economic cost can

be reduced effectively in commercial services, the hourly News Update podcast from

CNN and the Dilbert’s comic strips.

P2P Streaming Model

The P2P streaming model uses the tree and/or mesh topology to distribute content

among a large number of users [27]. Content is delivered from a server to clients in a

continuous fashion. This model has been used in commercial services such as P2P TV
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and displayed its scalability [28].

Basically this model assumes that content is delivered from a few users to a large

number of other users. This means that, if a large number of users tries to disseminate

content simultaneously, it is very hard to handle them and sometimes it will take them

out of service.

4.2.2 Reputation Aggregation

Needless to say, if web servers can be used, it is easy to aggregate reputations from

users. However, it is not easy in P2P-based systems, because it is difficult to determine

which peer should maintain aggregated reputations.

In GossipTrust [29], each peer has local scores representing reputations for all other

peers and shares the local scores with randomly selected peers. PTrust [30] has tried to

combat malicious peers, enabling peers to send occasional messages to lower the global

scores of malicious peers as soon as they make mischief. These algorithms are effective

only for reputation aggregation and do not have a function to distribute content. The

circular board method, on the other hand, can work as reputation aggregation mecha-

nism at the same time with content distribution mechanism. The details are described

in Section 4.3.1.

Meanwhile, Aggregation Skip Graph [31] has enabled efficient execution of range

query for aggregation in Skip Graph [32] which is a kind of distributed data structure

based on skip lists. In particular, minimum and maximum values can be computed

with fewer messages as the query range becomes wider. Range query in Skip Graph

can also be used to distribute content. Section 4.5.5 discusses this point.

4.3 System Model

This section proposes the circular board method based on Chord. It provides an ex-

ample of how it works to categorize transmissions of circular boards.
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4.3.1 Chord-based Circular Board Method

Chord

In the communication layer, user terminals (hereinafter called peers) in the same cluster

are connected with each other by Chord. Chord is a DHT algorithm and organizes a

ring topology of peers. The simple ring topology is realized by only the successor list

which each peer has. If the length of a successor list is 1, a peer only knows the next

peer. If the length is 2, a peer knows the next peer and the peer after the next peer. The

same goes for the following. Peers maintained by Chord also have special shortcuts to

other peers in the finger table which enable a peer to communicate with distant peers.

Successor lists and finger tables can be generated by the typical algorithm of Chord

easily [19].

Besides, it is assumed that reorganization of Chord happens only when users join or

leave the cluster. In other words, even if an online/offline status of peers has changed,

reorganization of Chord does not happen as long as the user belongs to the cluster.

Connection failure, which means peers tried and failed to communicate with offline

peers, is ordinary and admissible in the proposed system. When a peer left permanently

from a Chord network for some reason, its situation is detected by user management

mechanisms in the cluster layer. At that time, reorganization of Chord will be prompted

based on the notice from the cluster layer.

Circular Board Method

In the proposed system, UGC is treated by a circular board. The basic format of

circular boards is as follows.

• Board ID

• UGC (text, image, and so on)

• Author information
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– General profile (user name and etc.)

– Latest reputation

– Peer ID

• Collection of reputations

A circular board has a board ID, UGC, its author information, and collection of

reputations. The author information provides a general profile of the author and its

latest reputation. A latest reputation would be presented by numerical scores or user

ranks so that other users can estimate credibility of content. The peer ID of the author

is used to determine the pathway of the circular board. The collection of reputations

contains reputations from other peers the circular board has passed through.

When a user generates content, a circular board starts out from and arrives back in

its peer. While the circular board flows among other peers along the topology of Chord,

other users can watch and/or listen to them. The ring topology makes it possible to

collect the reputation from other users at the same time, during the circular board

passes through other peers. Note that users do not have to evaluate all UGCs.

The algorithm for consumer peers, the peers which receive circular boards, is indi-

cated in Algorithm 1. Once a circular board arrives from other peers, onReceive()

is called. In the procedure, the circular board which is already received is not pro-

cessed but one which is not received before is passed to notice() so that presentation

methods in the presentation layer can provide it to users. Users may give a reputation

to the UGC in some cases using evaluateInfo(); the parameter will be a score or

comments. Subsequently, the peer determines receivers using the peer ID of the circu-

lar board. getReceiver() returns a receiver list based on the settings, whether the

finger table is enabled or disabled and how to sort receivers. The peer ID is used not

to transmit the circular board to receivers across the producer peer (the author peer).
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Algorithm 1 Procedures for Consumer Peers

1: procedure onReceive(info)
2: if info is not already received then
3: notice(info)
4: receivers ← getReceiver(info)
5: for i← 0, receivers.length do at prescribed intervals
6: send(receivers[i], info)
7: end for
8: end if
9: end procedure

10:

11: procedure evaluateInfo(info, eval)
12: info.add(eval)
13: end procedure
14:

15: procedure getReceiver(info)
16: successor ← peers in the successor list of Chord
17: if the finger table is enabled then
18: finger ← peers in the finger table of Chord
19: receivers ← successor+ finger
20: else
21: receivers ← successor
22: end if
23: for i← 0, receivers.length do
24: if receivers[i] jumps over info.peer then
25: Remove receivers[i] from receivers
26: end if
27: end for
28: sort(receivers) ▷ Farthest first in principle
29: return receivers
30: end procedure

Once receiver peers are determined, the peer starts passing the circular board to them

at prescribed intervals. This interval will vary according to applied applications. Note

that user evaluation of UGC can occur simultaneously when the passing is ongoing. In

that case, the reputation is only transmitted to the remaining receivers which have not

received the circular board yet.

The algorithm for producer peers, the peers which generate circular boards, is

indicated inAlgorithm 2. Once a user produces content, the peer determines receivers

based on the settings, whether the finger table is enabled or disabled and how to sort

receivers. It starts passing the circular board to them at prescribed intervals. When
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Algorithm 2 Procedures for Producer Peers

1: procedure postInfo(info)
2: receivers ← getReceiver()
3: for i← 0, receivers.length do at prescribed intervals
4: send(receivers[i], info)
5: end for
6: end procedure
7:

8: procedure getReceiver( )
9: successor ← peers in the successor list of Chord

10: if the finger table is enabled then
11: finger ← peers in the finger table of Chord
12: receivers ← successor+ finger
13: else
14: receivers ← successor
15: end if
16: sort(receivers) ▷ Farthest first in principle
17: return receivers
18: end procedure
19:

20: procedure onReceive(info)
21: tallyReputation(info)
22: end procedure

the circular board arrives back in the peer, the reputations from users are tallied using

tallyReputation(), which will calculate a score and so on. Note that a circular board

may arrive back in the producer peer with some replicas which are duplicated in the

passing process. One peer transmits a circular board to multiple receivers in the passing

process. Each transmitted circular board can be regarded as replicas of the original

circular board. In that case, all circular boards containing the same board ID are

merged to one in the tallying process.

Example and Effective/Ineffective Transmission

An example of content distribution and reputation collection by the proposed method

is illustrated in Figure 4.1. The small circles indicate user terminals. In the example,

the length of a successor list is 3 and the finger table is not enabled. The user of peer

S produces content at t = 0, and the peer S starts passing the circular board at t = 1.
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S

t = 1

S

t = 2
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t = 3
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Ineffective transmissionEffective transmission

Figure 4.1: A Pathway of Circular Board

Every peer tries to transmit the circular board to the farthest peer in the receiver list

for each interval. During the passing phase, reputations are collected as attachments

of the circular board if users give evaluation on the content. When the circular board

comes back to the peer S, the collected reputations are tallied.

Passings of circular boards can be categorized into two types, the effective trans-

mission and the ineffective transmission. The effective transmission is defined as trans-

missions to uninformed peers or transmissions which finally lead to the producer peer.

The former contributes to content distribution, while the latter contributes to reputa-

tion. The other transmissions are defined as the ineffective transmission. Note that if

some effective transmissions (in a fail-proof condition) are failed for any reason, those

transmissions are treated as just connection failures. The ineffective transmissions (in

a fail-proof condition) would be treated as effective ones.
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4.4 Simulation

First indices are defined to be used to observe and compare the network efficiency for

content distribution and reputation aggregation. Through the use of the indices, the

relationship between the connection failure rate and other settings is investigated so

that the proposed system can be applied to a practical application with proper settings;

the efficiency is largely dependent on an average connection failure rate which will be

estimated from features of the underlying networks and/or user behaviors. Since it is

difficult to prepare real environments with different connection failure rates, a simulator

has been implemented.

4.4.1 Indices of Efficiency

The network efficiency at the time interval t can be computed as below.

E(t) =
wip · ipt + wtr · trt

p
· wet · ett
wet · ett + wit · itt + wcf · cft

(4.1)

p is the number of peers in the cluster. ipt stands for the number of informed peers

(peers which received a circular board), trt the number of tallied reputations, ett the

number of effective transmissions, itt the number of ineffective transmissions, and cft

the number of connection failures at the time interval t, respectively. If the terms are

expressed without the subscript t like ip hereafter, that means the final number of each

term like the total number of finally informed peers. wip, wtr, wet, wit and wcf represent

a weight for ip, tr, et, it and cf , respectively. The early part of the formula represents

the coverage of informed peers and tallied reputations. The more peers are informed

and reputations are tallied, the higher the network efficiency is. The latter part of the

formula means that it is better to decrease the number of ineffective transmissions and

connection failures.

The network efficiency is only comparable in the same sequence of content dis-

tribution and reputation aggregation, because if any settings such as the length of a
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successor list is changed, the number of effective transmissions changes, for instance.

To figure out which setting is the most efficient in total, the relative total efficiency is

proposed as below.

E = C · Enet · Etime (4.2)

Each term is formulated as below.

C =
wip · ip+ wtr · tr

p
(4.3)

C is the coverage of informed peers and tallied reputations.

Enet = wet(1−
et

etmax + 1
) + wit(1−

it

itmax + 1
)

+wcf (1−
cf

cfmax + 1
) (4.4)

Enet is the relative total network efficiency. etmax, itmax and cfmax represent the max-

imum number of et, it, and cf , respectively, from results which need to be compared.

This formula means that the fewer the number of transmissions becomes, the higher

the network efficiency is.

Etime = 1− tm

tmmax + 1
(4.5)

Likewise tmmax represents the maximum number of tm from results which need to be

compared. This formula means that it is better if time required for content distribution

and reputation aggregation gets faster.

4.4.2 Simulation Setting

Settings for the simulation are as follows.

Number of peers

The simulations have been done in the case when the number of peers is 210, 213,

and 216. One of the peers works as a producer peer, while others work as consumer
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peers. Although the number of peers does not change in a simulation dynamically, the

offline status of peers is treated as the connection failure as mentioned later.

Chord

The length of a successor list ranges from 1 to 10. When the finger table is disabled,

only the successor list is used to determine receivers. If the finger table is enabled,

peers in a finger table are also treated as receivers. Hence, some peers in a successor

list may overlap with peers in a finger table. In that case, peers in the finger table

which also appear in the successor list are not used. Besides, it is assumed that peers

are uniformly distributed in the hash space of Chord (160 bits) for making a finger

table operate efficiently; Chord has a technique called the virtual peer to achieve this

assumption [19].

Connection Failure Rate

The connection failure rate ranges from 0% to 90%. This parameter directly affects

the probability of connection failure when each peer tries any transmission. The as-

sumed causes of the connection failure contain the offline status of peers and network

failures.

4.4.3 Simulation Scenario

At the beginning of a simulation, peers are generated with the ring topology of Chord

organized according to the settings. Next, a circular board starts flowing from the

producer peer. At this moment, an elapsed-time counter starts. When each peer

receives the circular board, the content is given an evaluation immediately within an

interval. In the passing phase, each peer tries to transmit the circular board in order,

from the farthest peer in candidates, to receivers which the peer has not transmitted

the circular board yet. The reason for the farthest-first transmission is because the

results of preliminary experiments show that the farthest-first transmission is the most

suitable from the view point of time required for content distribution and reputation
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Figure 4.2: Successor Only - 213 Peers

aggregation. Additionally, for each unit time (interval), the number of informed peers,

tallied reputations, effective transmissions, ineffective transmissions, and connection

failures are recorded.

Simulations stop when every peer finishes all transmissions for its receivers or be-

comes static in some conditions. Each combination of the settings is repeated 100 times

and the averages are calculated.

4.4.4 Result

The results of the simulation for 213 peers are illustrated in Figure 4.2 and Figure 4.3.

The finger table has been disabled in Figure 4.2, while enabled in Figure 4.3. In

each contour plot, the horizontal axis, the vertical axis, and the contour represent the

length of a successor list, the connection failure rate, and the counts for each index,

respectively.

Focusing on simulation time, although the upper left part of Figure 4.2 (a) indicates
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(f) Connection Failure

Figure 4.3: Successor with Finger Table - 213 Peers

that the simulations have finished in a short time under a condition where the length

of a successor list is short and the connection failure rate is high, this indication does

not mean that content distribution and reputation aggregation have finished in a short

time as shown in Figure 4.2 (b) and (c). It seems that circular boards cannot be

transmitted to the receivers during the early stage and the all peers become static

under the condition.

Figure 4.2 (b) and (c) show that the number of tallied reputations is influenced more

strongly than the number of informed peers by the connection failure rate. In contrast,

Figure 4.2 (d) and (e) indicate that the distribution of the effective transmission count is

almost similar to that of the ineffective transmission count. The number of connection

failures is simply controlled by the connection failure rate as seen in Figure 4.2 (f).

In Figure 4.3 (c), the number of tallied reputations decreases when the connection

failure rate is low and the length of a successor list is around 7. This type of phenomenon

40



CHAPTER 4. CONTENT DISTRIBUTION AND REPUTATION AGGREGATION

is also seen when the number of peers is 210 and 216. As the number of peers increases,

the phenomenon area moves in a direction from the right to the left. This phenomenon

may be caused by a combination of the number of peers and the finger table which

organizes a specific topology. This phenomenon is not seen when the connection failure

rate is high. A high connection failure rate seems to destroy a topology of peers

virtually.

In Figure 4.3 (e), the lower right part is higher than the lower left part, because the

number of transmission trials increase as the length of a successor list is getting long

when the connection failure rate is the same. In Figure 4.3 (f), the same holds true for

the upper left part which is lower than the upper right part.

In comparison with Figure 4.2, Figure 4.3 shows that the finger table enables very

fast content distribution and reputation aggregation and provides a high tolerance for

the connection failure. However, it requires a lot of transmissions which are several

times higher.

The relative total efficiency for Figure 4.2 and Figure 4.3 is calculated as Figure 4.4

and Figure 4.5, respectively. Again, the finger table has been disabled in Figure 4.4,

while enabled in Figure 4.5. A weight for the number of connection failures is fixed

to 0.5, and the others to 1. These weights are chosen under the assumption that a

cost of the connection failure is about half of the effective/ineffective transmission, and

the other concerns have the same level of importance. Moreover, in order to make the

values of efficiency easier to understand, each value is normalized under the condition

which makes the maximum 1.

When the finger table is disabled, the efficiency becomes the maximum under the

condition that the connection failure rate is 0% and the length of a successor list is 4,

according to Figure 4.4. This tendency does not change even if the number of peers is

210 or 216. In contrast, when the finger table is enabled, a maximum area, as seen in
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Figure 4.4: Total Efficiency - Successor Only - 213 Peers

Figure 4.5, has moved in a direction from the bottom to the top with the increase of

the number of peers.

Although the other results are omitted, they have revealed the same tendency of

Figure 4.2 through Figure 4.5. Characteristic results have been comparable to the ones

stated above. All of the results are shown in Appendix.

4.5 Discussion

4.5.1 Employment in Real Environment

According to a survey [33], from January 15th to March 19th in 2013, a success rate of

packet communication between smartphones and web servers is about 96% in Japan.

In other words, a success rate of packet communication between a pair of smartphones

will be about 92%, which can be calculated by 96% × 96%. It corresponds to the

connection failure rate of 8%.

If the Japanese mobile telephone network is used as the underlying network of the
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Figure 4.5: Total Efficiency - Successor with Finger Table - 213 Peers

proposed system, with 213 peers, the proper length of a successor list is 4 when the

finger table is disabled, or 3 when the finger table is enabled. Figure 4.6 represents the

number of informed peers, tallied reputations, and the network efficiency for each of the

conditions. To calculate the network efficiency, a weight for the number of connection

failures is fixed to 0.5, and the others to 1. Note that the network efficiency is not

comparable with a different sequence as mentioned before. It is normalized under the

condition which makes the maximum 1. In addition, the horizontal axis for time is

logarithmic.

When the finger table is enabled, the number of informed peers and tallied reputa-

tions increases in a similar way as the time goes. On the other hand, when the finger

table is disabled, although the number of informed peers increases as the time goes,

the number of tallied reputations does not increase until just before the last part of the

graph.

From the view point of the network efficiency, an apparent peak can be seen when
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Figure 4.6: Effect of the Finger Table

the finger table is enabled. This means that many ineffective transmissions and/or

connection failures occur in the last part of the simulations. In contrast, such peak

cannot be seen when the finger table is disabled.

Obviously, the finger table greatly reduces the time required for content distribution

and reputation aggregation. For instance, if the unit time (interval) is 10 minutes, it

takes 13.5 hours with the finger table, while 384.0 hours without the finger table to dis-

tribute content and aggregate reputations in 213 peers on average. From a viewpoint of

network resources, the finger table causes 3.38 times transmissions including effective

transmissions, ineffective transmissions, and connection failures. It depends on each

operation policy of individual services whether the increase is allowable or not in the

network cost. In Twitter, 75% of retweets (the user operation to diffuse information

to other users) occurs within one day and about 10% take place a month later [34].

Retweeted information can be regarded as meaningful information at that time. In

other words, if the proposed method is applied to a Twitter-like service, most informa-
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tion should be diffused within one day. This could be a trade-off between the required

time and network resource which is consumed.

It should be also mentioned about the feasibility of the proposed method with

poor terminals such as smartphones. One of the possible implementations would use

WAP Push API [35] which is typically used by service providers to push information to

consumers like e-mail and flash news. Using this API, smartphones can send/receive in-

formation through HTTP POST connections. According to a performance survey [36],

the realistic maximum number of HTTP connections is 17 in Android 4.x terminals,

23 in iPhone 5, and more than 60 in Windows Phone 7/8 terminals. In the proposed

method, a peer transmits a circular board in series not in parallel as seen in lines 5-7

of Algorithm 1. This means that only one HTTP connection is required for each user

cluster to pass around circular boards. Consequently, it is believed that the proposed

method works practically with smartphones even if a user belongs to multiple—but not

so many—clusters under the reasonable data size of content and the properly selected

unit time (interval). In regard to the network cost of maintaining Chord, the influence

of a joining/leaving terminal is limited to several associated terminals due to a feature

of Chord [19]. Moreover, reorganization of Chord only happens when users join or leave

the cluster and do not happen when an online/offline status of peers just has changed

as mentioned in Section 4.3.1. For these reasons, although it is hard to estimate how

often reorganization of Chord is required, it is predicted that its frequency is very

low compared with the transmission of circular boards and smartphones can handle it

adequately.

4.5.2 Collection of Reputations

In the simulation, it is assumed that all users give evaluation on the content immediately

within an interval when each peer receives a circular board. This assumption would

not be realistic.
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# of peers

210 213 216

M
ax

im
u
m

er
ro
r 0％ 1024.00 8192.00 65536.00

1％ 964.70 5489.81 13271.33

2％ 821.90 2759.30 3911.98

3％ 659.25 1508.67 1798.29

4％ 516.23 922.99 1023.83

5％ 403.65 615.69 658.96

Table 4.1: Number of Required Reputations

Table 4.1 shows the thresholds of required reputations to guarantee a level of

statistical significance. The thresholds are calculated under the common assumption in

statistics that the confidence level is 99% and the population proportion is 50%. If the

number of tallied reputations exceeds the thresholds, the reputations can be treated as

a unified reputation of all users with each confidence level.

As the number of peers increases, the number of required reputations also increases.

However, its amount of increase gets smaller. In other words, the number of required

reputations converges to a particular value with the same maximum error rate. For

example, if a maximum error rate is 5%, the number of required reputations converges

to about 664.

How many users evaluate content and how much accuracy is necessary depend on

an application. For instance, in the example of Section 4.5.1, up to 6572.81 reputations

can be tallied with the finger table and 5101.68 without the finger table on average. If

25% of users evaluate within an interval, these numbers turn out to be about 1643 and

1275 which guarantee a maximum error rate of 3% and 4%, respectively. This could

be another trade-off.
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4.5.3 Surrogate for Producer Peer

Although the offline status of producer peers is treated as the connection failure in the

simulation, in actual situations, some producer peers may go offline for a very extended

period of time after the users generate content. One simple solution is to prepare

surrogates such as super peers and web servers. If transmissions to producer peers fail,

the transmitters can simply transfer them to the surrogates with ID of the producer

peer. When the producer peers get back online, they can get their reputations from

the surrogates.

The super peer can be elected from peers based on the performance of CPU, the

capacity of network and the duration time of online. Multiple super peers would be

required to deal with network failures and sudden defection of some super peers. Al-

ternatively the cloud can be used as mention in the introduction. It can also solve the

bootstrap problem, how to find an existing peer, and enable the user management like

expulsion of immoral users easily which often cause trouble in P2P-based systems.

4.5.4 Content Distribution Network

In some cases, it is not realistic to transmit a vast amount of content like high qual-

ity videos directly by content distribution systems including the proposed system in

this chapter. For handling that kind of content, a combination of a content delivery

network (CDN) and content distribution systems is one of the most potent solutions.

CDN enables a large number of consumers to download a vast amount of content si-

multaneously [37].

For instance, a pair of a content summary and a URI link to the body of the content

may be distributed and the body may be located in CDN-assisted hosts. If web servers

can be used, CDN postulating the Web such as OpenWeb which is presented in Chapter

5 would be proper. Alternatively, CDN postulating P2P [38] would be proper if web

47



CHAPTER 4. CONTENT DISTRIBUTION AND REPUTATION AGGREGATION

servers cannot be used or are not allowed to be used for some reason.

In the future, if the next generation network (NGN) has been well-wired, it may

bear a chance of transmitting a vast amount of content directly.

4.5.5 Using Chord

To my knowledge, there is no versatile approach to enable content distribution and

reputation aggregation simultaneously in distributed systems. If content distribution

is simply required, application layer multicast or flooding would be the most common

and efficient means. For that purpose, Pastry [39] which has a mesh topology and/or

Kademlia [40] which has a tree topology must be appropriate. Additionally, in some

structured overlay networks such as Skip Graph [32] and Chord# [41], range query is

available for content distribution; efficient range query for aggregation is also proposed

as mentioned in Section 4.2.2. However, when and who should invoke aggregation query

could be another difficult issue.

The most important reason of employing Chord is its simple ring topology. Using

Chord, a pathway of a circular board is directly corresponding to its topology. This

means that content is distributed to consumer peers and reputations are collected at

producer peers just by forwarding circular boards along the topology once. If non-ring

topologies are used, at least pathway control mechanisms are absolutely necessary. It

would be a thorny issue to collect distributed circular boards in a P2P manner. Again,

the author believes that the most significant part of this work is to enable content

distribution and reputation aggregation simultaneously. Performing content distribu-

tion and reputation aggregation in different phases is no more than a combination of

existing works introduced in Section 4.2.1 and 4.2.2 or the well-known approaches of

overlay networks described above.
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4.6 Summary

This chapter has proposed to apply the circular board method based on Chord to

user centric media to distribute content and aggregate reputation efficiently in a P2P

manner. The proposed system makes it possible to effectively collect the reputation

from users at the same time when each piece of UGC passes through user terminals. The

results of simulations have provided insights about trade-offs between network resource

consumed and time required for content distribution and reputation aggregation. As

future work, it should be considered to customize the original topology of Chord and

explore other topology such as layered P2P networks [42] to make the efficiency higher.
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Chapter 5

Seamless Content Delivery

5.1 Purpose

If cache systems work at the switching layer (layer-2), administrators can introduce

the system just with its insertion into the network so that clients can use the system

transparently. It is considerably robust. Using the OpenFlow [43] switch architecture,

it is possible to implement a cache system which works at the switching layer. The

OpenFlow is a new programmable switch abstraction defined by the OpenFlow Switch

consortium centered at Stanford University. The overall intent of OpenFlow is to

separate the control plane of a switch from its data plane, which makes the control

plane programmable.

This chapter proposes to use new advances at the switching layer to redirect re-

quests of clients to cache systems seamlessly and effortlessly. Technically, it introduces

OpenWeb, an overlay transfer application of the OpenFlow programmable switching

layer. OpenWeb can provide good user experience and server load balancing without

any troublesome user configuration and difficult-frail administrator management on

user demands.

5.2 Intended Content and Related Work

This section provides a brief overview of web content and cache systems.
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5.2.1 Web Contents Handled by Cache Systems

Generally, there are two types of Web content handled in the field. One is static content

and the other is dynamic content. The difference between these two types of content

is whether the same content is delivered to all users by the same URL overtime. In

the case of static content, the same content is delivered to all the users exactly as it

is stored. For example, HTML documents, cascading style sheets, and image files are

typical static content. On the other hand, in the case of dynamic content, content is

generated and delivered to the users in accordance with the interaction of each user,

the time, and so on. For example, personalized pages and frequently-updated pages

such as the top pages of news portals are typical dynamic content.

Although cache systems mainly handle static content, some dynamic content can be

handled by cache systems considering a certain unit time. For instance, news articles

and blog entries can be cached for a certain time. Moreover, even if a web page needs

to be generated dynamically, the page will contain some static content such as template

HTML documents, image files, and so on. These kinds of content also can be handled

by cache systems.

5.2.2 Content Delivery Systems

The past decade has seen the gradual introduction of content delivery systems. From

the viewpoint of using data cache, these systems can be seen as a type of cache system.

They are divided into 3 types.

Content Delivery Network

CDNs seek to provide scalable and high-performance delivery of block data, notably

including web pages, saving load on both clients and original hosts, namely a web server

which has original content. Examples of CDNs are Akamai [37], CoDeen [44] [45] [46],

and Coral [47].
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Some CDNs require several configurations of clients to use the systems. This means

that the effect of the systems depends on client behavior. Although other CDNs do

not require any configuration of clients, server administrators need to rewrite DNS

records which are used to resolve web servers’ IP address. This means that the servers

are inseparably connected with the cache systems. These kinds of cache systems are

expected to be independent from web servers for robustness.

Peer-to-Peer Service

P2P services seek to provide high-performance and robustness in content distribu-

tion/sharing among many collaborating clients. Examples of P2P services are BitTor-

rent [48], Antfarm [49], and Squirrel [50].

Some P2P services achieve very good performance. To use P2P services, how-

ever, clients need to install special softwares. Moreover, cache management in P2P

services is difficult to be implemented because clients with data cache may join and

leave whenever they like. Although there are some cache management methods such

as distributed-hash-table algorithms and simple management by a central server, these

methods sacrifice performance and scalability. Note that some methods even have a

single point of failure. For these reasons, it implies that clients should not do anything

special to benefit from the cache systems, assuring the cache systems should keep its

high performance and scalability.

Storage System

Storage systems seek to provide distributed storage services for high-performance con-

tent distribution. Examples of storage systems are Amazon S3 (Simple Storage Ser-

vice) [51], OceanStore [52], and the Internet Logistics Service [53]. Storage systems can

be regarded as a storage-specific CDNs.

Obviously, to benefit from these storage systems, data must be stored in these
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systems, besides the same problems with CDNs.

5.2.3 Other Related Works

As other existing works which are similar to the proposed method in this chapter, there

are at least two efforts at the application layer, and one transport-layer protocol.

Ocala [54] is an overlay convergence layer sitting below the transport layer and above

the IP layer in the host networking stack. Its fundamental purpose is to intercept

networking API calls to redirect them to the appropriate service. It consists of an

overlay-independent layer, which services all registered overlay services, and an overlay-

dependent layer, which formats specific and appropriate requests for the specific service.

Ocala was demonstrated on a NAT traversal service and a secure connection service.

Oasis [55] is, similarly, a modified networking layer below the transport layer on

the end-host IP stack. Oasis concentrates heavily on adaptive, rule-based routing of

end-user packets onto a number of overlays; the rules are sufficiently general to support

a wide variety of application protocols.

The WCCP (Web Cache Communication Protocol) [56] is a Cisco-systems inspired

protocol offered on a number of Cisco routers. It redirects traffic for the web to a

group of web servers, utilizing load balancing. However, this is available only on router

products, not on switches definitely.

To best knowledge of the author, the work described in this chapter is the first

effort to offer web redirection at the switching layer, with neither of use of modification

to end-host code, nor requirement of IP redirection. Of course it is not necessary to

rewrite DNS records.

5.3 OpenFlow

The OpenFlow programmable switch abstraction is used to implement a cache system

which works at the switching layer. This section introduces the OpenFlow framework
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based on the OpenFlow white paper [43].

5.3.1 Feature

An OpenFlow switch adds a controller to a network of switches, which is a single

commodity server connected to each switch in the network over a secure connection.

The controller acts as the control plane for the switches, directing packets on a network-

wide basis. Of course, the controller cannot make packet decisions at line speed. The

switches provide the controller with a data abstraction which permits the controller to

program the switches on a coarser grain than the individual packet.

The basic abstraction in OpenFlow is a flow, regarded as a single TCP session or

a stream of UDP packets from a single source to a single destination, over a single

TCP/UDP port. The OpenFlow switch maintains a flow table, which contains the

directives to route and manage flows. The controller sends the OpenFlow switch rules

for processing flows. This instruction is very powerful, as it permits the controller not

only to make a packet-by-packet decision but also to update the switch flow table for

subsequent processing of further packets in this flow or packets in similar flows.

5.3.2 Implementation

OpenFlow has been implemented by a number of vendors on their switch lines, notably

including NEC, Cisco Systems, Juniper Networks, and Hewlett-Packard. The level of

support for OpenFlow and the efficacy of the implementation varies from vendor to

vendor; NEC has announced full support for OpenFlow as a product offering, and HP

has made a significant effort achieving a robust OpenFlow implementation as a research

project with high bandwidth and extensive support.

In addition, NetFPGA [57] can be used as an OpenFlow switch. NetFPGA is a kind

of layer-2 programmable switch based on FPGA (Field-Programmable Gate Array).

Note that NetFPGA is made not only for OpenFlow but also all network modules that
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use hardware rather than software to forward packets.

5.3.3 Example Application

OpenFlow has been the platform for a wide variety of innovative networking projects.

Some examples follow.

• Network Management and Access Control

A canonical example of OpenFlow is Ethane [58]. Indeed, OpenFlow is essentially

the network portion of Ethane. Ethane enabled the central definition of network-

wide policy on access control and quality of service. The controller checks a new

flow against a set of rules, such as:

– Guests on the network can communicate using HTTP, but only via a specific

web proxy;

– Only IP addresses belonging to human resources can access the personnel

database;

– VOIP phones are not allowed to communicate with laptops.

• Multipathing in Wireless Networks

It enables clients to achieve good quality of service such as bandwidth and fault

tolerance in wireless networks.

• Virtual Machine Migration

It enables server administrators to migrate virtual machines from an old server

to a new server while keeping IP addresses of virtual machines constant.

There are a lot of other examples. OpenFlow has been used for a lot of advanced

network researches.
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5.4 OpenWeb

In this section, OpenWeb is proposed as a new open protocol at the switching layer

(layer-2). This protocol enables far more robust and seamless packet redirection with-

out configuration alternation or unreliable scripts by users. OpenWeb is a layer-2

redirection engine implemented as an application of the OpenFlow switch architecture.

5.4.1 Concept

The goal of OpenWeb is to enable users to use the cache system without any configu-

rations, and administrators to manage the cache system easily and robustly. In order

to achieve this goal, three things described below should be kept in mind.

Independency 　

The system should be independent from web servers and can handle unexpected

requests. This is quite different from traditional systems. For instance, in DNS-

based systems, administrators need to rewrite DNS records which are used to

resolve IP address of web servers before requests come to the web servers. If

administrators cannot predict the flood of requests and rewrite DNS records, the

systems cannot work well. However, unexpected requests can be possibly handled

if a system can work independently from web servers.

Transparency 　

The system should be able to be used without any troublesome configurations

by clients. This means that the effect of the cache system does not depend

on client behavior; some clients cannot/do not install special softwares, neither

change configurations. This is quite different from traditional systems such as

BitTorrent or Coral.
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Figure 5.1: Working Image of OpenWeb

Performance 　

Processing performance should be the same as traditional systems because it is

directly linked with user experience.

Working image of OpenWeb is illustrated in Figure 5.1. This image just represents

the servers, the OpenWeb systems and the clients on the Internet. Requests from the

clients go through an array of the OpenWeb systems. OpenWeb is a kind of web proxy

systems which works between the clients and the servers at switching layer. This means

that if an OpenWeb system has cache of requested content, content is delivered to the

user by the OpenWeb system. Additionally, the clients can use OpenWeb systems

transparently.

If sufficient amounts of OpenWeb components are arranged in the Internet uni-

formly, OpenWeb will autonomously organize a CDN of a tree structure which repre-

sents paths from clients to a server, which is shown as server S in Figure 5.1, determined

by IP routing. In the CDN, a server which has original content is a root, OpenFlow

switches are nodes, and clients are leafs. Moreover, the CDN tree structure does not

57



CHAPTER 5. SEAMLESS CONTENT DELIVERY

Figure 5.2: A Typical Architecture

stay in application level but in network level. This CDN enables scalable and high-

performance delivery of content, saving load on web servers and providing good user

experience.

5.4.2 Architecture

A general architecture of OpenWeb is illustrated in Figure 5.2. At least one OpenFlow

switch, one controller, and one proxy server are required in one OpenWeb system. When

the switch detects a request from the client-side network, the switch notifies it to the

controller. Then the controller checks the request if it needs to be redirected or not.

According to a decision of the controller, the switch puts the request through to the

server-side network or redirects the request to the proxy server.

The role of each component is as follows:

• Proxy Server

General proxy servers are used so far. It processes requests from clients on behalf

of web servers. (In the future, other advanced functions such as application

containers will be introduced to support real-dynamic content.)
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• OpenFlow Switch

The OpenFlow switch is the core of the OpenFlow platform and OpenWeb. It is

a layer-2 switch managed under the controller as described in Section 5.3.

• Controller

The controller determines whether to redirect a request using the redirection

methods described in the next section. This decision can be made according to

static configurations by administrators or dynamic configurations based on access

trends.

Besides the components listed above, clients and servers which have original content

would belong to their own networks. Clients are normal computers used by web users

and servers are normal computers managed by server administrators. Note that this

server administrators are different from administrators of OpenWeb systems; although

they can be an administrator of both normal servers and OpenWeb systems at the

same time naturally. Of course, no proxy configuration is required on clients and no

server configuration is required on servers to use the system because the system works

at layer-2. Moreover, clients/servers and OpenFlow switch can belong to either the

same network or different networks.

5.4.3 Redirection Method

The redirection methods determine whether to redirect a request to a proxy or transfer

it to a server. Two types of packet redirection methods are formulated for OpenWeb.

One is the IP-based redirection, while the other is the URL-based redirection. In both

methods, after a two-way redirection between a client and a proxy is established, the

communication path of client is redirected to the proxy server until redirection rules

become time out. Once the request is decided to be redirected, an OpenFlow switch

redirects the request to a proxy server using NAT (Network Address Translation) or
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Figure 5.3: IP-based Redirection

NAPT (Network Address Port Translation).

IP-based Redirection

A traditional web server is associated with one IP address per one host name. Therefore,

the simplest way of packet redirection is to redirect a packet which contains an IP

address of a host toward a proxy server as its destination.

Typical packets flow of the IP-based redirection is illustrated in Figure 5.3. First,

the client sends a SYN (TCP) packet to a host. The OpenFlow switch notifies the

receipt of the packet to the controller. The controller looks into the packet. If the

destination IP address of the packet is redirection target, the controller sets a rule to

the switch to rewrite the destination IP address of the packet with the IP address of

the proxy server. In the IP-based redirection, a list of target hosts are prepared as

a list of IP-addresses as a condition of redirections. The proxy server replies with a

SYN/ACK (TCP) packet to the client. Likewise, the switch notifies the receipt of the

reply packet to the controller, which makes the controller set a rule to the switch to
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rewrite the source IP address of the packet with the IP address of the host. In this

way, a two-way redirection is established.

URL-based Redirection

Nowadays, many web sites employ the DNS round robin for load-balancing and the

virtual hosts for server resources sharing. It means that there can be several web servers

(or IP addresses) for one host name and several host names for one web server (or IP

address). The IP-based redirection is not suitable for these situations because making

redirection rules one by one is not realistic and far from robustness. For instance, it

is almost impossible to know all IP addresses of hosts operated by a DNS round robin

system. To solve this problem, the URL-based redirection is proposed. In the URL-

based redirection, the controller uses not the destination IP address of the packet, but

the URL of the HTTP request.

Typical packets flow of the URL-based redirection is illustrated in Figure 5.4.

First, the client sends a SYN (TCP) packet to a host. The OpenFlow switch notifies

the receipt of the packet to the controller. The controller checks if the packet is an

HTTP packet or not, looking at the port number of the packet. If the packet is not an

HTTP packet, it passes the controller through. If the packet is an HTTP packet, in URL

redirection, the controller analyzes the body of the packet. This time, because there

is no content in the body of the SYN (TCP) packet, it passes the controller through.

When the packet comes to the host, the host replies with a SYN/ACK (TCP) packet

to the client. Likewise, the switch notifies the receipt of the packet to the controller,

which the packet passes through. An ACK (TCP) packet sent by the client is delivered

to the host in the same way.

After that, the client sends a GET (HTTP) packet to the host. The switch notifies

it. This time, the controller finds the GET command in the body of the packet. The

controller looks into it. If the URL of the request is a redirection target, the controller
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Figure 5.4: URL-based Redirection
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Figure 5.5: Connection between the Client and the Proxy

sets a rule to the switch to rewrite the destination IP address of the packet with the

IP address of the proxy server. In the URL-based redirection, a list of target hosts are

prepared as a list of URLs as a condition of redirections. The proxy replies with an OK

(HTTP) packet to the client. Likewise, the switch notifies the controller of receiving

of the reply packet, which makes the controller set a rule to the switch to rewrite the

source IP address of the packet with the IP address of the host. In this way, a two-way

redirection is established.

To be exact, although the basic idea of the URL-based redirection method is as

explained above, there is a connection matter between the client and the proxy (see the

noted rectangle in Figure 5.4). That is how to enable the client to communicate with

the proxy. Because a connection between the client and the proxy is not established

at first, it is impossible to make the proxy process the GET (HTTP) packet just by
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redirecting the packet. The simplest strategy to solve this situation is to make the client

take a reconnect action. Typical packets flow of the reconnect strategy is illustrated in

Figure 5.5. First, the client sends a GET (HTTP) packet. When the controller detects

it, the controller sets a rule to the switch to rewrite the destination IP address of the

packet with the IP address of the proxy. When the proxy receives the GET (HTTP)

packet, the proxy returns a RST (TCP) packet because the proxy does not have the

connection of it. The OpenFlow switch notifies the receipt of the RST (TCP) packet to

the controller, which makes the controller set a rule to rewrite the source IP address of

the packet with the IP address of the host. After all, a connection between the client and

the proxy is established through the 3-way handshake, so that the proxy can process

HTTP packets from the client normally. Note that the reconnect strategy depends

on TCP implementations and/or client applications such as web browsers. However,

most TCP implementations and client applications take a reconnect action, when they

receive a RST (TCP) packet for fault resilient. Therefore, OpenWeb employs this

strategy so far. More general discussion about connections between clients and proxy

servers is held in Section 5.7.2.

5.4.4 Caching Algorithm

For the redirection methods, a list of target hosts must be prepared as a condition of

redirections. In addition, if there are several proxy servers in the OpenWeb system,

redirections should be set to suitable proxy servers. However, in this chapter, how

to create a list of target hosts and proxy server selection method are not discussed,

because there a lot of works related these problems. For example, proxy servers can

simply cache content which is requested more than a threshold. Proxy servers can be

selected by fastest response times, and so on. Though it is also not discussed in this

chapter, if an administrator manages several OpenWeb systems, he or she can combine

controllers of the systems to apply extensions such as pre-caching of content to another
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OpenWeb proxy servers. This kind of caching algorithm could be proposed in the

future.

5.5 Performance Evaluation

A prototype system of OpenWeb has been built based on NetFPGA, to evaluate the

latency required to redirect packets with NAT and NAPT.

5.5.1 Prototyping

To implement a prototype of OpenWeb, NetFPGA is employed as an OpenFlow switch.

In addition, NOX [59] is employed to write a controller program of the OpenFlow

platform. Using NOX, control programs can be written in Python. In this prototyping,

OpenFlow 0.9.0, NOX 0.6.0, and Python 2.6.4 are used.

The NetFPGA-based OpenFlow switch and its controller are working on the same

machine, containing Intel Pentium 4 CPU 3.20 GHz with 1024MB memory, running

CentOS 5.4 (Linux 2.6.18).

5.5.2 Evaluation Setting

The evaluation environment is the same as Figure 5.2. The controller and the proxy

server are connected with the OpenFlow switch, while the client is connected with its

network. Two network devices, a normal layer-2 switch and a Linux machine running

iptables, are prepared to be compared with. The Linux machine is the same machine

used by the OpenWeb system. The normal layer-2 switch just transfers packets as usual

and the iptables do NAT or NAPT. These two devices replace the OpenFlow switch

when each device is evaluated. All components are connected by gigabit Ethernet.

The client tries to get content 100 times per each combination of NAT/NAPT and

the network devices. As subject contents of the client, 128KB, 256KB, 512KB, 1024KB,

and 2048KB files are prepared. The interval time for trial is 1000ms. Every execution
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Figure 5.6: Execution Time of NAT

time is recorded, and the minimum, the maximum and the mean are evaluated.

5.5.3 Result

The results comparing OpenWeb with the normal layer-2 switch and the iptables are

illustrated in Figure 5.6 and Figure 5.7. Figure 5.6 and Figure 5.7 represent the

results for NAT and NAPT, respectively. Note that the scales of the vertical axes of the

two graphs are different. The “Direct” represents results by the normal layer-2 switch,

the “IPT-*-*” represents results by the iptables, the “OPF-*-*” represents results by

the OpenFlow switch (OpenWeb), the “*-NAT” and the “*-*-NAT” represent results by

NAT, the “*-NAPT” and the “*-*-NAPT” represent results by NAPT, the “OPF-IP-*”

represents results by IP-based redirection, and the ”OPF-URL-*” represents results by

URL-based redirection.

Figure 5.6 shows that OpenWeb with NAT (the “OPF-IP-NAT” and the “OPF-

URL-NAT”) works faster than iptables with NAT (the “IPT-NAT”) at large. Further-

more, OpenWeb with NAT works faster than the “Direct” in some cases. It would
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be due to the high performance of the NetFPGA and/or the poor performance of the

layer-2 switch. The “OPF-IP-NAT” is a little faster than the “OPF-URL-NAT.”

Figure 5.7 shows that OpenWeb with NAPT (the “OPF-IP-NAPT” and the “OPF-

URL-NAPT”) works much faster than iptables with NAPT (the “IPT-NAPT”). But

this time, they work slower than the “Direct”, because additional process, rewriting a

source and a destination port, is needed. There is a little difference between the “OPF-

IP-NAPT”’s performance and the “OPF-URL-NAPT”’s performance in this index.

In these figures, outliers in the results are omitted using the Grubbs’ test, which is

a statical method for outliers. For instance of an outlier, in the OpenWeb environment,

the actual maximum time of OPF-IP-NAT for 2048KB is 0.99218321 seconds, which is

about 22 times of its mean. The author could not identify the reason of this, but there

is no factor in the OpenWeb environment itself to cause the delay. This problem would

be resolved by the improvements of the OpenFlow environment including NetFPGA

and Python.

As seen above, although the stabilization is required, OpenWeb will be favorably
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comparable to a normal layer-2 switch and iptables.

5.6 Network Simulation

Network simulations are conducted to investigate how OpenWeb works in a random

network. If OpenWeb works effectively even in a random network, OpenWeb will work

in the real Internet more effectively because prior knowledge can be used to arrange

OpenWeb components.

5.6.1 Simulated Environment: Random Network

It it presupposed that 1024 nodes exist in one random network. A node represents an

autonomous system. In this simulation, two types of nodes are prepared: normal nodes

and OpenWeb nodes.

• Normal Node

Normal nodes only forward requests to a server according to routing information.

• OpenWeb Node

OpenWeb nodes redirect requests to proxy servers as far as its maximum number

of incoming connections allows. If the capacity is full, it works as a normal node.

The nodes are connected by 5238 (1/100 of complete graph) edges. An edge rep-

resents a connection between nodes. A server and clients are arranged in the network

randomly. Note that the server and the clients are not nodes, but they belong to nodes.

The number of clients is decided at random for each simulation.

5.6.2 Simulation Scenario

The simulation scenario is as follows.

1. Generate a random network
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Table 5.1: Possible Ways of Request Process
Processed by How processed

Server
Served
Waited to be served
Rejected

OpenWeb
Redirected
Waited to be redirected

2. Generate a total of 1024 requests from randomly-arranged clients; all the requests

try to reach the server which is the sole server in the network

3. The requests head for the server according to routing control which mimics IP

routing

4. Requests coming to OpenWeb nodes will be redirected to proxy servers as far as

its capacity allows

5. Requests coming to the server will be processed as far as its capacity allows

6. Check how each of the requests is processed

Requests can be processed in five ways as shown in Table 5.1. Served indicates

that requests are served by the server. Waited to be served indicates that requests are

waited but served by the server. Rejected indicates that requests are rejected and not

served by the server. Redirected indicates that requests are redirected to proxy servers

by OpenWeb. Waited to be redirected indicates that requests are waited but redirected

to proxy servers by OpenWeb.

5.6.3 Parameter Setting

All parameters for the simulations are shown in Table 5.2. First, the number of

OpenWeb nodes is a parameter. In one random network, 1024 nodes exist as explained

before. Accordingly, the number of OpenWeb nodes ranges from 0 to 1024. Once the
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Table 5.2: Parameter Value
Parameter Value

Number of OpenWeb Nodes 0, 1, 2, 3, ..., 1024

Cache Ratio of OpenWeb Nodes 0%, 25%, 50%, 75%, 100%,

Server
MaxClients 256
ListenBackLog 511

OpenWeb Node MaxClients 1, 2, 4, 8, 16, 32, 64, 128, 256, 512

number of OpenWeb nodes is determined, a cache ratio of it—how many OpenWeb

nodes already have content cache—needs to be determined. The ratio is represented

by the percentage of the number of OpenWeb nodes.

Next, there are two parameters for a server and one parameter for OpenWeb nodes.

MaxClients represents the maximum number of connections that can be processed

concurrently. At the server, requests are served. At the OpenWeb nodes, requests

are redirected to proxy servers. ListenBackLog represents the maximum length of the

queue of pending connections which means that requests are waited but they will be

surely served later. This time, default values of Apache 2.2 are used for these server

parameters. A value of MaxClients for OpenWeb node is fixed to 1, 2, 4, 8, 16, 32, 64,

128, 256, and 512. Finally, 1000 trials are done for each parameter combination.

5.6.4 Result

Because it is not realistic to show all of the simulation results, as an example, Fig-

ure 5.8 shows the results in case when the cache ratio parameter and the MaxClients

parameter of OpenWeb node are fixed to 50% and 1, respectively. The horizontal axis

represents the number of OpenWeb nodes in the random network. The vertical axis

represents the number of requests. Each line represents each result of request processes.

As the number of OpenWeb nodes increase, Served, Waited to be Served, and Rejected

requests decrease naturally, because the total capacity of request redirection increases.

In contrast, Redirected and Waited to be redirected increase of course.
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Figure 5.8: All Requests (OpenWeb::Cache Ratio = 50%, OpenWeb::MaxClients = 1)
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Figure 5.9: Served Requests (OpenWeb::MaxClients = 1)

The detailed results in case the MaxClients parameter is fixed to 1 are illustrated in

Figure 5.9 through 5.13. This time, each line represents each result of cache ratios.

Throughout the figures from Figure 5.9 to Figure 5.13, although the difference between

cache ratios seems significant, from the viewpoint of content serving to clients, it is not

large difference because Figure 5.11 shows that Rejected requests are decreasing in the

same way in the latter half. This means that if there are sufficient amount of OpenWeb

nodes, it is not a major matter whether OpenWeb nodes initially have content cache

or not for content serving to clients.

Clearly, the key of load-balancing is to decrease the number of Rejected requests
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Figure 5.10: Waited to be served Requests (OpenWeb::MaxClients = 1)
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Figure 5.11: Rejected Requests (OpenWeb::MaxClients = 1)
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Figure 5.12: Redirected Requests (OpenWeb::MaxClients = 1)
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Figure 5.13: Waited to be redirected Requests (OpenWeb::MaxClients = 1)
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Figure 5.14: Rejected Requests (OpenWeb::MaxClients = 8)

because Rejected requests are no more than major source of overload. They demand

content from a server which is already in full capacity. It is also directly linked with user

experience. Figure 5.14 and Figure 5.15 indicate Rejected results for a MaxClients

value of OpenWeb node at 8 and 64, respectively. As shown in these graphs, the number

of Rejected requests decrease faster than the increase of the number of OpenWeb nodes

in any case. The results show that even if OpenWeb systems are arranged in a network

randomly, it plays a role as load balancer well.

According to these results, even if a MaxClients value of OpenWeb node is increased,

Rejected requests cannot be zero if the number of OpenWeb nodes is less than approx-
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Figure 5.15: Rejected Requests (OpenWeb::MaxClients = 64)
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Figure 5.16: Waited to be redirected Requests (OpenWeb::MaxClients = 8)

imately 128. This convergence means that about 128 OpenWeb nodes are enough to

satisfy all the requests in this simulation settings.

Considering user experience, it is an important factor whether a user request is

waited or not waited (or even rejected). According to the results, as a MaxClients

value of OpenWeb node increases, a bell curve of Waited to be redirected requests gets

smaller but it also seems to converge. Figure 5.16 and Figure 5.17 indicateWaited to

be redirected results for a MaxClients value of OpenWeb node at 8 and 64, respectively.

This convergence means that at least about 110 clients need to be waited if all OpenWeb

nodes do not have content cache.
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Figure 5.17: Waited to be redirected Requests (OpenWeb::MaxClients = 64)

Table 5.3: User Experience Metric
Served Waited to be served Rejected Redirected Waited to be redirected

S1 1 1 0 1 1

S2 1 0.5 0 1 0.5

S3 1 0.5 0 0.5 0.25

5.7 Discussion

5.7.1 User Experience Metric

To know how much OpenWeb nodes are required for real situation, user experience

metrics should be formulated.

Table 5.3 shows three possible metrics. A satisfaction level of clients is indicated

by the number, from 0 to 1. Zero indicates that clients are completely dissatisfied and

1 indicates that clients are completely satisfied. S1 is the most loose metric; no matter

how long clients are waited and who serves clients with the content, the clients are

satisfied if they can get the content. S2 is focused on waiting time; no matter who

serves clients with the content, the clients are satisfied if they are not waited. S3 is one

of strict metrics; clients mind waiting time and who serves them with the content.

For instance, from the results of Section 5.6, Figure 5.18 shows the results in case
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when the cache ratio parameter and the MaxClients parameter of OpenWeb node are

fixed to 50% and 1, respectively. Figure 5.19 shows the results in case when the cache

ratio parameter and the MaxClients parameter of OpenWeb node are fixed to 50% and

8, respectively. Figure 5.20 shows the results in case when the cache ratio parameter

and the MaxClients parameter of OpenWeb node are fixed to 50% and 64, respectively.

The horizontal axis represents the number of OpenWeb nodes in the random network.

The vertical axis represents the total score of user experience.

Throughout the figures from Figure 5.18 to Figure 5.20, it would be fair to say that

S1 and S2 can be used as a metric to determine the number of OpenWeb node in a

network, because they seem to converge in any case. On the other hand, S3 would

be hard to use as a metric, because its curve seems to transform depending on the

MaxClients parameter of OpenWeb node.

For example, in case the cache ratio parameter and the MaxClients parameter of

OpenWeb node are fixed to 50% and 64, using S1 metric, it can be said that about 128

OpenWeb nodes are enough to satisfy all clients demands.

5.7.2 Connections Between Clients and Proxy Servers

Of course, clients get content from proxy servers through TCP connections. Therefore,

it is a key perspective how connections are established between clients and proxy servers

in redirection-based cache systems like OpenWeb.

If a cache system works at layer-2 to layer-4, TCP connections are established

between clients and proxy servers directly. In this case, the number of TCP connections

used in a session is one as clients connect to original hosts.

In contrast, if a cache system works at layer-5 to layer-7, TCP connections between

clients and the cache system are established first because information of layer-5 to

layer-7 is not available before TCP connections are established. After the information is

obtained, TCP connections between the cache system and proxy servers are established.

76



CHAPTER 5. SEAMLESS CONTENT DELIVERY

S
co

re

# of OpenWeb Nodes
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Figure 5.20: User Experience (OpenWeb::Cache Ratio = 50%, OpenWeb::MaxClients
= 64)
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In this case, the number of TCP connections used in a session is at least two.

Obviously, the former can achieve better performance than the latter, because the

number of TCP connections is small. TCP connections supply sequence control, con-

gestion control, and so on, which take some processing time. Alternatively the latter

can control the system behavior more flexibly than the former, because information of

layer-5 to layer-7 can be used.

Though OpenWeb can use information of all layers (layer-2 to layer-7), OpenWeb

works at layer-2. This means that the number of TCP connections is basically one.

However, to get information of layer-5 to layer-7, TCP connections should be estab-

lished. OpenWeb employs the reconnect strategy to get the information as explained

in Section 5.4.3.

Although this strategy will work for the time being, there is a little problem of

transparency. Technically, clients can find some traces of redirections but they cannot

believe that their requests are redirected, because the traces are the same as normal

error recovery protocols of TCP connections. In order to hide the redirection from

clients completely, at least two TCP connections are required like the latter case. Of

course, it is easy to establish two TCP connections. However, performance would be

more important than transparency in this case. Alternatively, though proxy servers get

to be difficult to be maintained, it is also possible to modify a TCP implementation

and a proxy application to enable the proxy servers to process HTTP packets even if

there are no connections before the HTTP packets arrive at the proxy servers.

5.7.3 Verification of Research Goal

Before summary, the aim of this research is revisited. The aim of the research is to

enable users to use the cache system without any configurations and administrators to

manage the cache system, easily and robustly. Achieving this aim, three things have

been kept in mind.
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The first was independency. The system should be independent from web servers

and handle unexpected requests. The network simulations which have been done in

random network have confirmed these requirements.

The second was transparency. Clients can use the system without any troublesome

configurations. The effect does not depend on client behavior. Of course, these are

satisfied because OpenWeb redirects requests at layer-2 using the OpenFlow platform.

The last was performance. The basic performance evaluation shows that perfor-

mance of OpenWeb achieves some positive results.

As seen above, it can be said that the goal has been almost accomplished. In addi-

tion, using prior knowledge to arrange OpenWeb components, and applying advanced

caching algorithm, OpenWeb can improve its functionality and performance toward the

future.

5.8 Summary

This chapter presented the design of OpenWeb, a transparent overlay connection proxy

resident on an OpenFlow layer-2 switch. OpenWeb requires no configurations of clients

to use the system. While only the context of an HTTP connection proxy is described

in this chapter, the functionality is fully generalizable to any IP-based overlay proxy

service, including the services accessed by predecessor services such as Oasis and Ocala.

Further, the programmability and fine-grained nature of the OpenFlow programming

and switching environment offers possibilities which are not presented for earlier writes

in this field; in particular, different proxy and overlay services can be accessed on a

per-application, per-content, or per-user basis, among others. As a future work, it is

should be considered to explore those possibilities, and other rich application areas.
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Conclusion

In this thesis, the three approaches have been proposed that can be employed in content

distribution environments. In the first method, places where content is exchanged are

organized into hierarchies so that the extent of content distribution can be controlled.

The second method makes content distribution and reputation aggregation work effi-

ciently in a P2P manner to reduce the load of central servers. As the third method, a

layer-2 redirect method is implemented on top of the OpenFlow programmable switch

platform to deliver content to users requested seamlessly.

Chapter 3 has proposed a method to create user clusters which enables the control

of the geographical extent of content distribution. The proposed clustering method

organizes places into hierarchies. The extent of content distribution is controlled by its

parameters to swap user records among nodes organizing clusters. Not all information

should be distributed to people all over the world. Each content would have the proper

extent for its distribution. The proposed method can provide a means to control it on

a user cluster basis.

Chapter 4 has proposed a method to distribute content and aggregate reputation

without central servers. The proposed method for content distribution and reputation

aggregation works in a P2P manner. The simulation results has provided insights

about trade-offs between consumed network resource and required time for content
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distribution and reputation aggregation. Enabling content distribution and reputation

aggregation in a P2P manner is not only meaningful because of cost problems, but also

for protecting the right to freedom of expression.

Chapter 5 has proposed a method to redirect content requests at layer-2. The

proposed layer-2 redirect method is implemented on top of the OpenFlow programmable

switch platform. It shows a better performance compared with a conventional redirect

system working at layer-3. Simulation results made in random networks also show that

the proposed system can operate collaboratively on user demands, which reduces the

load of central servers and improves the user experience. Software-defined networking

(SDN) will be more common in the future Internet. The proposed method can offer a

new direction in the cache system for SDN.

In the future, information exchange among people will be more universal and seam-

less. The proposed three methods have resolved respective problems at a certain level.

Using the three methods, a new user-behavior driven infrastructure can be constructed

for content distribution environments. It enables the control of the geographical extent

of content distribution, simultaneous content distribution and reputation aggregation,

and seamless content delivery reducing the utilization of central servers or clouds.

In other words, the distribution of content can be controlled geographically with the

assurance of the quality of information under an efficient network environment. The

author believes that the three major contributions described in this thesis can play

a significant role in future content distribution environments to enrich the quality of

human life.
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Appendix

All of the results of the simulation in Section 4.4 are shown in Figure A.1 through

Figure A.6. The total efficiency for each result is also shown in Figure A.7.
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Figure A.2: Informed Peer
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Figure A.3: Tallied Reputation
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Figure A.4: Effective Transmission
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Figure A.5: Ineffective Transmission
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Figure A.6: Connection Failure
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Figure A.7: Total Efficiency
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